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HEPEIMOBA

CyyacHWil PO3BUTOK HAyKHd TICHO TOB’SI3aHUM 13 HIMPOKUM BHKOPHUCTAHHSIM
TexHojorii mry4yHoro iHTenekty (LLI). Metoau aHamizy BETMKUX MAacWBIB JaHUX,
MallMHHE Ta TIMOMHHE HABYaHHS, IHTENEKTyajdbHI CHUCTEeMHU MIATPUMKH DIlICHb
BILJIMBAIOTh Ha CIIOCIO TTOCTAHOBKM HAyKOBUX 3aj]1ay, OOYIOBY MOJIEEH 1 MepeBIpKyY
OTPUMAHUX pe3yJbTaTiB. Y LUX YMOBaX AakTyaJbHMM CTa€ BHUBKECHUH aHAII3
MOJKJIMBOCTEH 1 00MexkeHb 3acTocyBanHs [ B pi3HHX ramy3sx HaAyKOBOTO 3HAHHS.

Momnorpadiro miaroToBICHO B MeXKax ciBIpall Mk HaiioHabHOIO akajaeMi€ro
HayK Ykpainu Ta HaiioHanpbHOIO akaJeMi€lo NeAaroriyHuX Hayk YKpaiHu 3a
nigcymkamu I Misknapoanoi HaykoBoi koH(pepeHuii «LLITyunuii inTesiekT y Haymi
Ta ocBiti» / Artificial Intelligence in Science and Education (AISE 2025), wo
BinOynacs 15 kBiTHs 2025 poky 3a ydacTi MPOBIAHUX HAYKOBUX YCTAHOB YKpaiHH Ta
MDKHapoaHux mapTHepiB. KoHdepeHiis crana MDKIUCIUILUTIHAPHOK IUIATHOPMOIO
TUIsi OOTOBOPEHHS aKTyaJIbHUX TEOPETHYHUX 1 MPUKIIAIHAX ACMEKTIB BUKOPUCTAHHS
TEXHOJIOT1H IMITYYHOT'O 1HTEJIEKTY B HAYKOBHUX JTOCIIIHPKEHHSX, €KOHOMIII Ta OCBITHIX
MpaKTHKaX, 00’ €JHABIIN MPECTABHUKIB aKaJeMIUHOI CIUIBHOTH il mpakTHKiB. [1ig gac
koH(pepeHIii Oyno MpeACTaBICHO TMUICHAPHI JOMOBIAI BITYM3HAHHUX 1 3apyO1KHUX
(axiBIiB, a TAaKOX IPOBEICHO TeMaTHU4YHI MalCTep-KjIacu M CeKI[iHI 3acilaHHS,
MPUCBSIYEHI PO3BUTKY Ta 3aCTOCYBAHHIO METO/IB MAIIMHHOTO HAaBUaHHS, HEHPOHHUX
MEpeX 1 IHTEJIEKTYaJIbHUX CHUCTEM.

MoHorpadiss cnpsMoBaHa Ha KOMIUIGKCHE BHCBITICHHS TEOPETHYHHX,
METOJIOJIOTIYHUX 1 TPUKIAAHUX acrekTiB Bukopuctanus LI B  HaykoBux
JOCHiJKEeHHAX. 1i  CTpyKTypa  BifoOpaxkae  MiKIMCIMIUTIHADHMM  XapakTep
npoOJeMaTUKK Ta MOEAHYE TEXHIYHI, IPUPOAHUY] i TyMaHITapHI MIAXOIU O aHaJi3y
IHTENEeKTyalbHUX TeXHONOTiH. [IpeacTaBneni matepianu 103BOJISIIOTh po3rsHyTy LI
HE JIUIIIE K HaOlp aJiTOPUTMIB, a SIK YUHHUK, 1110 BIUIMBAE HA TpaHC(OpMaIlito HAyKOBUX
MPAKTHK 1 JOCTITHUIBKOI KyJIBTYpH 3arajioMm.

VY nepmumx po3aiiax 3a1iMcHEHO MOpiBHIbHUN aHai3 moaenei 11 Ta po3risayTo
NUTaHHSA 30aradeHHs1 OHTOJIOTIYHUX MOJENeH 3a PaxyHOK CYYaCHUX OHJIAHHOBHUX

BeOpecypciB. 1le cTBOproe MATPYHTS ISl TIOJANBIIOTO aHAII3Y MPUKIAIHUAX PIIIEHb,



30KkpeMa y cdepl 1HTEIEeKTYalbHOTO TUIAHYBaHHS MICIM POI0 OE3MUIOTHUX JITATIBHUX
amapatiB 1 3actocyBanHs LI B amapatHo-mporpamMuux komriekcax. OxpeMuit 010K
AOCHIKeHb TpucBadeHo BuKopuctanHio I B ramy3i o0opoHH Ta ympaBiiHHI
CKJIaJHUMH CUCTEMaMH, JIe OCOOIMBO aKTyaJIbHUMU € TTUTaHHS HaJIIHHOCTI, O€3IeKH Ta
BIJIMTOB1JATEHOCTI.

3HayHa yBara B MoHorpadii mnpuaiiserbcss 3acrocyBanHio Il B Xiwmii,
MaTepiaso3HaBCTBI, TEIJIOBIN €HEePreTHlll Ta XIMIKO-010TE€XHOJIOTIYHUX JTOCITIIPKSHHSIX.
[Tokazano, 110 IHTENEKTyaJlbHI METOIW CIPHUSAIOTh TPUCKOPEHHIO HAYKOBUX
€KCIIEpUMEHTIB, ONTUMI3AIlli TEXHOJOTIYHUX IMPOIIECIB 1 MIABUIICHHIO €()DEKTUBHOCTI
AOCHIKEeHb. Takox po3risiHyTo MoxnBocTi LI B anami3i colianbHUX 1 TyMaHITapHUX
SBUI, 30KpeMa Yy BHBUEHHI BHMYILIEHOI Mirpaiii HayKOBI[IB Y KOHTEKCTI BOEHHHUX
BUKJIUKIB.

3aBepimanbHi PO3MIIM TPHUCBIYCHO MpoOieMaM akaJeMIidHOl J0OpOYECHOCTI,
BukopuctanHio 111 mig yac HamucaHHS HAYKOBUX POOIT 1 KPUTUIHOMY OCMHUCIICHHIO
MOHSATTS «CBIIOMICTB» Y cy4acHii metogosorii LI

Monorpadist anpecoBana HayKOBIISIM, BUKJIaJja4aM, acIlipaHTaM 1 BCiM (haxiBIsiM,

3arfikaBjieHUM y BukopuctanHi L1 B HayKoBUX AOCIIHKEHHSX.



6

PO3/LJ 1. HOPIBHAJBHUN AHAJI3 MOJIEJIEA HITYYHOI'O

IHTEJIEKTY

DOI
AﬁpaMOB Cepriifll[0000‘0003'0675'48501, KpaB‘leHKO Cepriﬁ1[0000-0002-1923-5702],

0000-0002-6447-821X [0000-0002-3271-9402]

Cununina FOais?! I Turapenko OJiekciii!
'Kuiscwkuii incruryt Hamionansnoi reapii Ykpainu, MBC Ykpainu, Kuis, Ykpaina
2 JIHIIpOBCHKHIA IepKaBHUM yHIBepcHTeT BHYTpimHiX cripas MBC Vkpainw, JIgirnpo,
VYkpaina
abramovs 706(@gmail.com
AHoTanisi. ¥ Cy4acHHX yMOBax CTPIMKOTO PO3BHTKY LHU(POBOi epu 3pocTae
HarajgpHa MOTpeba y METOMOJIOTIYHO OOIPYHTOBAHOMY IMIAXOJl 10 MOPIBHAHHSA
HelipoMepexkeBUX Mozeneil. B poOoTi mpoaHani3oBaHO  ICHYHOYl  METOIU
MOPIBHSUIBHOTO ~aHaNli3y HEHPOMEpPEeKEBUX MOJENEeH, po3po0JeHO y3arajlbHEHY
METOJIMKY Ta aJrOPUTM MOPIBHSIBHOTO aHAJI3y, BU3BHAYEHO KIHOYOB1 XapaKTEPUCTUKU
Ta OCOOJMBOCTI MOJIEJEH IITY4YHOTO 1HTENEKTY, OOIPYHTYBaHO KpUTEpli OLIHKU iX
epexTuBHOCTI. BU3HaueHo, 110 AJ11 TOBHOLIHHOTO MOPIBHSUIBHOTO aHAJI3y MOJENen
IITYYHOT'O IHTEJIEKTY HEOOX1THO KOMOIHYBaTH TEOPETUUHHM KOHTEeHT-aHai3, SWOT-
aHaji3 Ta ekcrnepuMmeHTanpbHui aHam3 (Benchmarking). Ile nmo3Bonuth oTpumaTu
BceO1uHy o1iHKY Mozeneit 1111 Ta ctBopuTH pekoMeHaarlii o0 BUOOpy ONTUMAaIbHUX
M1IX0/11B JJIsI pi3HUX cdep iX 3aCTOCYBaHHS.
KiarwuoBi ciaoBa: mryunwmii iHtenekr, SWOT-anami3, kedcoBuidl aHami3,
ChatGPT, Gemini.
COMPARATIVE ANALYSIS OF ARTIFICIAL INTELLIGENCE MODELS
Abramov Serhii, Kravchenko Serhii, Synytsina Yulia, Tytarenko Oleksii
Abstract. The current conditions of digital era's rapid development require an urgent
need for a methodological approach to compare neural network models. This work analyzes
the existing methods of neural network models comparative analysis, develops a
generalized methodology and algorithm of comparative analysis, identifies key
characteristics and features of artificial intelligence models, substantiates the criteria for

assessing it's effectiveness. It was found that for a full-fledged comparative analysis of



artificial intelligence models it is necessary to combine theoretical content analysis, SWOT
analysis and experimental analysis (Benchmarking). This will allow to comprehensively
evaluate Al models and to create recommendations for choosing optimal approaches for
various areas of their application.

Keywords: artificial intelligence, SWOT analysis, case study, ChatGPT, Gemini.

Beryn. Bukopucranus mryunoro inrtenekty (LHI) Bimirpae ximouoBy poib B
TpaHC(OpMaLlli CydaCHOTO OCBITHBOT'O IMPOILECY Ta HAYKOBHUX JIOCIIIKEHb, MPU LIbOMY
IIMPOKO 3aCTOCOBYEThCS y TakWx cdepax, SK eKOHOMiKa, MeIWIMHa, Oi3Hec Ta
aBTOMaTu3allis. B  peamisix CbOrOAEHHS  «BIMCHKOBMI»  IITYYHUH  IHTEJEKT
BUKOPHUCTOBYETHCS B ITUPOKOMY CIIEKTP1 3aCTOCYBaHb — BiJl 0OpPOOKH JaHUX 1 MPOTHO3HOT
AQHATITAKA JI0 PO3II3HABAHHS IUJIEH 1 MOHITOPUHTY. 30pOiHI CUJIM B yChOMY CBITI
BIIPOBA/KYIOTh HaBYaJIbHI MPOTPaMU HA OCHOBI IUITYYHOTO 1HTEJEKTY, SIKl IMITYIOTb IIi
nepe1oBl OOMOBI ClIeHaPIi, T03BOJITFOUHM 0COO0BOMY CKJIATy PO3BUBATH CKJIQTH1 HABUYKH,
HeoOXiTH1 11t €(heKTUBHOI poOOTH B 110 HOBY epy BiitHH [1].

Y cyyacHHMX yMOBaxX CTPIMKOTO PO3BHUTKY HHU(POBOi epu 3pOCTae HarajibHa
notpeba 'y  METOJOJOTIYHO  OOIPYHTOBAHOMY  TIAXOA1  JO  MOPIBHSHHS
HeHpoMepekeBUX Mojelnel. PI3HOMaHITHICTh apXiTEKTyp, aJIFTOPUTMIB HABYAHHS Ta
KPUTEPIiB OI[IHKM YCKJIAIHIOIOTh BHOIp ONTUMAJIBHOTO PIIIEHHS 11 KOHKPETHUX
3aB/aHb. MeTO10JI0TisI MOPIBHSJIBHOTO aHAJI3y HEHPOMEPEKEBUX MOJIETICH 103BOJISE
00’€KTUBHO OIIIHIOBATHU iX €(EKTUBHICTh, IHTEPIPETOBAHICTh, CTIMKICTh 10 3MIHHUX
JAHUX Ta PECYPCOMICTKICTh. BU3HaUEHHS KIIIOUOBHX KPHUTEPIiB OIIHKK Ta po3poOKa
yHIpIKOBaHUX MIAXOAIB [0 TMOPIBHSHHS CHPHUITUME MIABUILEHHIO MPO30POCTI,
HaiiHOCTI Ta anantuBHOCTI LII-cuctem y pi3zHux cdhepax — Big Mmeauiiiau Ta piHaAHCIB
JI0 aBTOMAaTH30BAaHOI'O YIIPaBIIIHHSA, KiOepOe3neku Ta «BiiicbkkoBoroy I11.

Takum 9rHOM, TOCIIKEHHS METOJIOJIOTTYHHIX ACTIEKTIB MOPIBHSUIBHOTO aHATI3y
HEHpOMEpPEIKEBUX MOJAENEH € HaA3BUYAHO aKTyallbHUM JJisi  3a0e3MedYeHHs
OOTPYHTOBAHOTO BHOOpPY MOJeeH, iX omTuMizallli Ta BIPOBAKEHHS Yy peallbHI

34CTOCYBAHH:.



AHaJi3 Jireparypu Ta mocraHoBka mpoOsjemu. BinnosimHo no Konuemmii
PO3BUTKY IITYYHOro iHTeNeKTy B Ykpaiui, Il craB oprani3oBaHOIO CYKyMHICTIO
iHbOpMaLIHHUX TEXHOJIOTIHM, IO [03BOJII€ BUKOHYBAaTHM CKJIAJHI 3aBJaHHS 3a
JOTIOMOT'010 BUKOPUCTAHHSI HAYKOBUX METOIB JIOCIHIJIKEHHS Ta aJlTOPUTMIB OOPOOKH
iHpopmarii. Il 3matHuil cTBOprOBaTM Ta BHUKOPUCTOBYBAaTH BlacHI 0a3u 3HaHb,
MOJIEN PpillleHb, aIrOPUTMU poOOTH 3 1HQOpMAIE€0 Ta BHU3HAYATH CIIOCOOU
JIOCSITHEHHS TIOCTaBJICHUX 3aBiaHb [2-5]. Taki mojem BapitOOTh BIJ MPOCTHUX
JTHIAHUX perpeciil 0 CKIaAHUX HEUPOHHUX MEPEX, K1 IMITYIOTh pOOOTY JIOACHKOTO
MO3KY. 3aJ€XHO BiJ THUIY JaHHUX 1 3aBAaHb, Mojeni Il MoxyTh BUKOpHCTOBYBATU
Pi3HI TIX0/IU, TaKi K MalTiHHE HaBYaHH:, 00p0oOKa MPUPOIHOT MOBH, POOOTOTEXHIKA
Ta eKCTIepTHI cuctemu [6, 7.

o xmodoBuXx (hakTOpiB, SIKI BU3HAYAIOTh MOTPEOY B IMOPIBHSUIBHOMY aHai3i
Mozenei, moTpiOHo BigHecTH: mmpoke 3actocyBanHs LI y pizHux cepax, Takux sk
OCBITa, MeIuIlMHA, Oi13HEC, HAayKOB1 JOCIIPKEHHs Ta aBTOMAaTH3allis;, 3pocTaroya
KOHKYPEHIIIS MK pO3pOoOHUKaMU BeUKuX MOBHUX Mojenelt (LLM) ta HeoOXiaHICTh
BUOOpY HalOUTBII €()eKTUBHOTO PIILIEHHS 7151 KOHKPETHUX 3aBJaHb; MPOOIEMH €TUKH,
npo3opocti Ta HaaiiHocTi 11, siki moTpeOyroTh 104aTKOBOTO aHai3y Ta J0CIIIKEHb;
pPI3HHUIL B apXITEKTypi, aJropuTMax HaBYaHHS Ta MPOAYKTUBHOCTI BHMAarae
KOMIIJIEKCHOT'O OI[IHIOBaHHS Ta TECTYBAHHSI.

BiacyTHICT, €IUHUX KpPUTEPIiB OIIHKH, $KI BPaXOBYIOTh ITPOJYKTHUBHICTD,
a/IalTUBHICTh, O0YHCIIOBAJIbHY CKJIAHICTh Ta 1HIII KIIOYOBI XapaKTEPUCTUKU PI3HUX
MOJIeNIeH, YCKIIQIHIOE THTErpallito MTYYHOTO 1HTEIEKTY B KPUTUYHO BaXKJIUBI rajysi,
TaKi SK HallloHaJhHA Oe3mneka, (piHaHCH, METUIIMHA Ta aBTOHOMHI CUCTEMH.

3aranbHi HAMPSMHY TOCTIKEHb BUJATHUX BYCHUX B 00J1aCTi IITMOOKOT0 HABYaHHS
Ta HEUPOHHUX MEPEK MaJIu CBOE B1I0OpakeHHs Y HayKoBuX mpailsix [lleBuenko A.l.,
Pamazanosa C.K., Kymmosa €.0. [8], B Toil e yac, METOAM OI[IHKA €(EeKTHUBHOCTI
HEUPOHHUX MEPEeX Ta iX MOPIBHIIBHUI aHasi3 OyJIu BUCBITIICHHI Y HAYKOBHUX MpaIsix
baxana T.O. [9]. HochimKkeHHIMH HEHPOMEPEKEBUX MOJIeNIel Y KOHTEKCT1 IITYYHOTO
IHTEJIEKTy Ta iX onTuMizallii 3aiimanucs BumatHi BYeHl Pmwxkko O., PaiinikoBa T.,

Kpaitnikos E. [10], Haniaiiko O. [11] Ta ixmmii.



ACMEKTH TEOPEeTUYHOI Ta MPAKTUYHOI peajizalliii HeMpOMepe:KeBUX I1IX0JIIB
BHUCBITJICHO B HayKoBHX mparsgx BuaaTHux Buenmii Kulsoom F., Narejo, S.,
Mehmood Z., Chaudhry H.N., Butt A., Bashir A.K., Hinton G., Bishop Ch. Bengio Y.,
Tlili A., Shehata B., Adarkwah M.A., Bozkurt A., Hickey D.T., Huang R. &
Agyemang B., Rodriguez-Herndndez C.F., Musso M., Kyndt E. and Cascallar E. [12-
16]. 1li HaykoBIli € aBTOpUTETAMH y Taly3i MAIIUHHOTO HAaBUaHHS Ta HEHPOHHUX
Mepex, iX poOOTH MOTPIOHO BPaxOBYBATH IS TMOPIBHSAIBHOTO aHaNI3y pPI3HUX
HEHpPOMEpPEKEBUX MOIEIIEH, KpUTEPIiB OLIHKHU 1X €()eKTUBHOCTI Ta pO3pOOKHU MIAXOIIB
JI0 OITUMI3alll.

Pe3yabTaTtn nociixkeHHs.

OcCHOBHI MeTOAHM AOCJIIKEHHSI ISl TOPIBHAJBLHOIO AaHAJI3y Mojesei
IITYYHOTO iHTeJeKTy. J[J1s poBeeHHS AKICHOTO MOPIBHSIBHOTO aHAJ3y MOJeNel
MITYYHOTO 1HTEJIEKTY BUKOPHUCTOBYIOTHCSI PI3HOMAHITHI METOAM JOCTIIKEeHHS. BoHH
JTI03BOJISIIOTh OI[IHUTU MPOAYKTHUBHICTh, €(DEKTUBHICTh Ta 3aCTOCOBHICTh MOJEIEH y
PI3HUX YMOBaXx.

JI0 OCHOBHUX METO[IB MOPIBHSAJIBHOTO aHaNi3y MOJEJEH MTYYHOrO 1HTEJIEKTY
noTpiOHO BigHecTH: TeopeTuuHuil anami3z; SWOT-anami3; eKcrnepuMeHTAIbHUI
aHami3; Meroj OaraTokputepianbHoro ananizy (MCDM); aHami3 mpoayKTHBHOCTI Ta
MacIITabOBaHOCTI; aHaJI13 IHTEPIPETOBAHOCTI Ta MPO30POCTI MOJIEIICH; aHaJI13 PU3HKIB
Ta Oe3neku; kericoBuii anam3 (Case Study). Po3risitHeMo Ouibin JeTaqbHO METY Ta
MOJKJIMBOCTI KOKHOT'O METOAY MOPIBHIIBHOTO aHAI3y MOJIETIEH IITYYHOTO IHTENEKTY.

o Teopemuunuii ananiz. Meta: BUZHAYUTH NPUHIUIH POOOTH, apXiTEKTYpHIi
0COOJIMBOCTI Ta KIOUYOBI Xapaktepuctuku wMozeneit II. Teopermuynuit anami3z
BKJIFOYAE: aHAJI3 HAYKOBUX CTaTed, TEXHIYHOI JOKyMEHTAIlli, 3BITIB Ta CTaHAAPTIB;
BuBYeHHs apxitektypu wmozeneit (MLP, CNN, RNN, Transformers Toio);
MOPIBHSIHHA ~alTOpPUTMIB HaB4YaHHA (supervised, unsupervised, reinforcement
learning); mociimkeHHs icTopii po3BuTky moaeneit LI ta ix eBomtomii.

o SWOT-ananiz. Meta: BUSBUTH CWIbHI Ta CJIa0Ki CTOPOHHU, MOXKJIMBOCTI Ta
3arpo3u pi3HUX Mojenei. [laHuit MeTon BKIIIOYA€ BU3HAYEHHS: CUJIBLHUX, CIAOKUX

CTOpiH, @ TaKOXX MOJIMBOCTI Ta 3arpo3u. Strengths (CUIBHI CTOPOHH): BHCOKa
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TOYHICTh, €(PEKTHUBHICTh, MaciiTaboBaHiCTh. Weaknesses (caabKi CTOPOHM): BHCOKa
oOumnCIIOBalIbHA CKIIAJHICTh, TOTpeda B BENMMKUX oOcsrax maHux. Opportunities
(MOKXITMBOCTI): 1HTETpAIlis 3 HOBUMHU TEXHOJIOTIsIMH, aBTOMaTH3a1lis mporieciB. Threats
(3arpo3u): eTU4HI NMPoOJIEMH, PU3UK YIIEPEIHKEHOCT, KiOepaTaKH.

o Excnepumenmanvnuii ananiz (Benchmarking). Meta: npoBecTH TECTyBaHHS
moxenei 11l Ha crinpbHUX HaboOpax MaHUX JUIsi 00 €KTHBHOTO MOPIBHSHHS, a CaMe:
BukopucTtanHsa crangaptaux pgartacetiB (MNIST, CIFAR-10, ImageNet, IMDB,
COCO); 3amyck Moziesnieil Ha OJHAaKOBUX MapaMeTpax Ta aHali3 METPUK €PEeKTUBHOCTI
(Accuracy, Precision, Recall, Fl1-score, RMSE); BumiptoBaHHs 4yacy HaBYaHHS Ta
IIPOJIYKTUBHOCTI B pi3HUX o0uucoBaibHux cepenopuinax (CPU, GPU, TPU); anani3
poboTu Mozeneil Ha 0OMEeKEHNX 00YUCITIOBAIBHUX pecypcax.

o Memoo 6azamokpumepianvnozo ananizy (MCDM — Multi-Criteria Decision
Making). Meta: OuiHUTH MOJEIl 3a KUIBKOMA KpPUTEPISIMH Ta BHU3HAUYUTH
HalonTuManbHiNy. [lanuil aHami3 JA03BOJIsIE MPOBECTU AOCIIMIKEHHS 3 BU3HAYCHHS
KpUTEPIiB MOPIBHSIHHS (TOYHICTB, IIBUJIKICTb, IHTEPIPETOBAHICTD,
eHeprocrokuBaHHs1) Ta Bukopuctanas meroaiB AHP (Analytic Hierarchy Process),
TOPSIS, ELECTRE, a Takox omiaka Mojieieii Ha OCHOBI 3BaKEHUX KOC(]IIi€HTIB Ta
paHXyBaHHS.

® Ananiz npodykmuenocmi ma macuwimaéoearnocmi. Meta: OLiHUTH 30aTHICTD
MOJIETIeH MpaIlOBaTH Ha BEJIMKUX HAOOpax JaHMX Ta B peanbHOMY yaci. Jlanuit meton
JI03BOJISIE TIPOBECTH TECTYBAHHS MOJENEH Ha BEJIMKUX MOTOKaX JAHUX, T4 OLIHUTH
edexTuBHOCTI poboTH B xMapHUX cepenoBuiax (Google Cloud, AWS, Azure Al), a
TaKOXX MPOBECTH aHaII3 MBUAKOIIT MOJIEICH TP Pi3HUX 00CsATaX BXIAHUX JTaHUX.

o Ananiz inmepnpemosanocmi ma npo3opocmi mooenei. Mera: Buznauuru,
HACKUIBKA MOJIEJb 3p03yMisia JUIsi KOPUCTYBAYiB 1 YW MOKHA MOSICHUTHU 1i PILICHHS.
3acToCyBaHHS JaHOTO METOAY N0 MOPIBHSAJIBHOTO aHali3y AO03BOJUTH BU3HAYUTH
MOKJIMBICTh BUKOpHCTaHHs MeToAiB nosicHtoBanocti 111 (LIME, SHAP), nposectu
aHaJli3 piBHA JOBIPU KOPUCTYBAYiB J0 pe3yibTaTiB MOJEI Ta BUBHAYUTh MEXaHI3MU

O0pOTHOU 3 AITOPUTMIYHUMHU YIIEPEKEHHSIMHU.
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e Ananiz pusukie ma 0Oe3nexku. MeTra: BUSABUTU TOTEHIIWHI 3arpo3u Ta
BpazMBOCTI B pobotri moaener III. Jlanuit anami3 J03BOJIsi€ TpoaHali3yBaTH
ctifikocti mogeneit 1o Adversarial Attack (ataku, 110 3MiHIOIOTH BX1TH1 J]aH1), OIIIHUTH
MOXJIMBI 3arpo3 Jjisi KOH(QIIEHIIMHOCTI Ta O€3MeKH JaHUX Ta IEePEeBIPUTH
BIJIMOBIAHOCTI €THYHUM HOpMaM Ta 3akoHoaBuuM Bumoram (GDPR, ISO/IEC 27001).

o Keiicosunr amnaniz (Case Study). Meta: [locmiauTi peanbHI BUIAIKHA
BIIPOBAPKCHHS PI3HUX MoJieNiel y 013Hecl Ta Hayli. JlaHuit MeTo1 103BOJIsi€ BUBUCHHS
NPaKTUYHOTO 3aCTOCYBaHHS Mojeiell y ¢iHaHcax, MEIUIMHI, MPOMHUCIOBOCTI Ta
NPOBOAWTH AaHaNI3 YCHIIIHUX KEHCIB, BHUSABICHHS (DAKTOPIB, LIO0 BIUIMHYJIM Ha
€(eKTUBHICTh, a TAKOXX BU3HAYWUTU MPOOJIEMH, 110 BUHUKIM TPHU BIPOBAIKEHHI
MoOJIeTIeH, Ta IUISAX1B IX BUPIIIICHHS.

Takum 4mHOM, 171 TIPOBEACHHS KOMIUIEKCHOTO JOCTIIKEHHS MOPIBHSIBHOTO
aHaji3y MOJEeNed ITYYHOTO IHTENEKTY JAOLUIBHO BUKOPUCTOBYBATH MOEIHAHHS
TEOPETHYHUX, CKCIIEPUMEHTAIbHUX Ta aHANTHYHUX MeTodiB. lle 103BOIUTH
oTpuMaTu OO’ €KTUBHI pe3yJbTaTH Ta BU3HAYUTH HaWeEKTUBHINI MiIXOIU 0
3acrocyBanHsa Il B pisHux cdepax. PesynpraTé OmMIHKA METOMIB JOCIIIKCHHS
MOPIBHSUJIBHOTO aHaNi3y MOJEJIeHd IITYYHOTO 1HTENEKTY 3 TOYKH 30py BHU3HAUCHHS
nepeBar Ta HeJI0JIKIB KOKHOTO, HAaBEJICHOT'O BUIIE METOAY IPEeCTaBIeH] y Ta0bmuill 1.

AJITOPUTM TIPOBeJA€HHS TMOPIBHSLUIBHOTO AaHAJi3y MojeJieil ITY4YHOro
iHTesekTy. Jlo OCHOBHMX €TaliB MPOBEJAEHHS MOPIBHSAJIBLHOIO aHalli3y MOJenen
MITYYHOT'O 1HTEJIEKTY MOTPIOHO BIAHECTH: BHU3HAUCHHS METHU Ta KPHUTEPIiB aHali3y;
BHUOIp MOJeNel /ISl aHalli3y; TCOPETHUHUN aHaJl3 MOJIENICH; MPAKTUYHE TECTYBAHHSI
mozeneit (Benchmarking); mnopiBHSIBHUN aHaM3 pe3yJbTarTiB; (OPMYJIIOBAHHS
BHCHOBKIB Ta PEKOMEHIAIlI}.

ANTOpUTM MPOBEACHHS MOPIBHSUIBHOTO aHaNi3y MOJENEH ITYYHOrO 1HTEIEKTY
CKJIQJIA€ETHCS 3 IIECTH €TaIliB, a came:

o Eman 1. Bu3zHaueHHsS METH Ta KPUTEPIiB aHAII3Y:

— BusHauntu OCHOBHY MeETy HAOCHIIKEHHS (Hampukian, BuUOlp HaWKpaiioi

MOJEII 111 KOHKPETHOT'O 3aBJIaHHS ).
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— Oxkpeciutu cdepy 3acTocyBaHHS Mojenel (00poOka TEKCTy, 300pakeHb,
IPOTrHO3YBaHHS TOIIIO).

— Busnauntu KiI04OBI KpuUTepli MOPIBHSAHHS (MPOAYKTHUBHICTh, TOYHICTb,
HIBUJKICTh, IHTEPIPETOBAHICTh, O€3MeKa TOIIIO).

e Eman 2. BulGip mozeneut s aHamsy:

— 3i10patu criucok akTyanbHuX mojenei 111, mo BUKopucToByoThCSA Y BUOpaHiit
cepi.

— OnucaTt KOXKHY MOJIeJb (apXiTEKTypa, 0COOIUBOCTI, MOMYJISPHICTD ).

— BusHauutu BigkpuTi 0107110TeKH Ta (PpeMBOpPKH, IO MIATPUMYIOTH JaH1
MOJIEI.

eEman 3. TeopeTnuHuil aHasi3 MojeNe:

— IIpoBecTtu orJisii HAYKOBO1 JIITEPATypy Ta TEXHIYHOI JOKYMEHTAIII1.

— Buxonatn SWOT-anami3 koxHOi Mojem (CUJIbHI Ta cja0Ki CTOPOHH,
MOKJIMBOCTI, 3arpo3H).

— BusHauntu OOMEXEHHS KOXHOI Mojem (amapaTHl BHMOTH, TOYHICTb,
MOKJIMBICTh aJIanTariii).

e Eman 4. Ilpaktuune tectyBanHs Mmojenei (Benchmarking):

— Bubpatu Halip TecTOBUX JaHUX AJIS OLIIHKH MPOJTYKTUBHOCTI.

— 3amycTUTH MOJIeNli B OJHAKOBHX yMOBaX (amapaTHi pecypcH, CEpeIOBHUIIE
BUKOHAHHS).

— BumipsaTi OCHOBHI METPUKH MPOAYKTUBHOCTI: TOUHICTH (Accuracy, F1-score,
Recall, Precision); mBuAKICT, poOOTH (4ac HaBYaHHA, 1H(EPEHCY); CIOKUBAHHS
pecypciB (onepaTuBHa MaM’siTh, MPOLIECOPHI/TpadiuHi pa).

— IIpoBectu aHasi3 MacTabOBaHOCTI MOJIeNICH MPY 3MiHI 00CATY TaHUX.
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Tabnuys 1

IlepeBaru Ta HeOIIKM METOIB JOCTII’KEHHS NMOPIBHVIBHOTO AHAJII3Y MO/ieJIeH IITYYHOr 0 IHTeJIeKTY

NoNe Hasga meTony 3MiCT METOTY ITepeBaru metony Henoniku metomy
1. | Teopernunuii ananiz | BuBueHns HaykoBoi | 1.I'mu6Goke po3ymiHHS TpUHIUIIB poOOTH | 1. BiaCyTHICTh MPAKTHYHOTO TECTYBaHHS.
JiTepaTypH, TEXHIYHOI | MOJIETICH. 2. MoxnuBe 3actapiBaHHs iHGopMalli depes

JOKYMEHTAITIT Ta ICHYIOUUX
JIOCIIJKEHD 100

2.BusBIeHHS OCHOBHUX TEHJCHIN Yy
possurky IIII.

MIBUKAA PO3BUTOK TEXHOJIOTIH.
3. Baxko oOmiHUTH peadbHYy €(EeKTUBHICTh

mozenen LI 3.BukopuctanHs  BKE€  TMEPEBIPEHHUX | MOJeNei 0e3 MPaKTUIHOTO TeCTYBaHHS.

JoKepen iHdopmartii
2 | SWOT-anami3 Amnami3 cunbHUX 1 cnabkux | [Ipoctnit 'y 3acrocyBanHi, 100pe | Cy0’€KTUBHUN METOM, 3aJIKUTh B JTOCBITY

CTOPiH, MOXIIMBOCTEH Ta | CTPYKTYpYe iH(opMaIliro. aHaJIITHKA.

3arpo3 JUTSt pi3aux | Jlae 3arasbHy KapTuHy TniepeBar Ta | He BpPaxoBYe€ KUTBKICHI METPUKH

Mozenen PU3UKIB. MPOIYKTHBHOCTI MOJIEICH.
Jlo3BosIsIE OIIHUTH TIOTEHINIAN MojeNiel y | Baxxko 3actocyBaTd AJisi TOYHOTO MOPIBHSIHHS
pEeAIbHUX YMOBAX. MOJEeIEN

3 | Excriepumentansuuii | TectyBanHss mojeneit Ha | Jlae  o0’exTtuBHI  KimbKicHI  omiHkH | [ToTpeOye 3HAUHMX 0OUYMCITIOBAILHUX PECYPCIB.
aHawi3 CTaHJapTHUX Habopax | MPOAYKTUBHOCTI. Moxe OyTH 3aleXHUM BiJl BUOOPY TECTOBOTO
(Benchmarking) JaHUX 1 BUMIiproBaHHA iX | Jlo3Boyisie  TOpiBHIOBaTH  MOAENi B | HA0OPY JaHUX.

MPOIYKTHBHOCTI. OJIHAKOBUX YMOBax. He BpaxoBye (akrtopu, moB’s3aHi 3
Busnauae edekTHUBHICTP MoOJENCH Yy | IHTEPIPETOBAHICTIO Ta O€3MEKOI0 MOJIETICH.
peabHUX CIIEHAPisIX

4 | Meron Ouinka  moxenedd  3a | BpaxoBye omHouacHO Kinbka ¢aktopiB | [loTpebye excrmepTHOro BH3HAYEHHS BaroBHX
0araTOKpUTEpiaIbHOTO | PI3HUMHU KPUTEPISIMH Ta | OI[IHKH. Koe(illi€HTIB ISl KpUTEPIiB.
anamizy (MCDM - | Bu3HaueHHs O06’exTuBHMIA Ta popMamizoBanmii miaxia. | Ckimagauid 'y peanmizaiii depe3 HEOOXIAHICTh
Multi-Criteria HalONTUMATBHIIION Jlo3Bonisie  pamKyBaTH ~ MOJEN 32 | MATEeMaTHYHUX PO3PAXYHKIB.

Decision Making) KOMILJIEKCHOIO OIIIHKOIO. Moxe OyTH HEUyDIMBUM 70  JpiOHHMX
BIIMIHHOCTEN MIK MOJIEIISIMU.

5 | Anani3 Hocmimkenns  3patHOCTI | Jlo3Bouise OIIHUTH peanbHy | [ToTpeOye Benmukux 0OUNCITIOBAILHUX PECYPCIB.
NPOAYKTUBHOCTI  Ta | MOJEJIEH TMpalioBaTh Ha | €PeKTHUBHICTb MOAETCH y NMPOMHUCIOBUX | Bakko OLIHUTH JOBrOCTPOKOBY €(EKTHUBHICTH
MacirraboBaHOCTI BEJIMKNX HAOOpax JaHUX Ta | yMOBax. MOJIEEN.

y peaJbHOMY Yaci. Busnauae ONITUMAJIBHI anapatHi | He BpaxoBye iHTEpIpeTOBaHICTh Ta 3py4YHICTb

KoH(piryparii 1yist poOOTH MOJIEIICH.

BUKOPUCTAHHSI MOJIEJIEH.
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NoNe Hasga meTony 3MiCT METOTY ITepeBaru metony Henoniku metomy
Kopucumii ans Bubopy ™openmi namis
BEJIMKUX MPOEKTIB.
6 | Ananis Hocmimxennss  3aatHOCTI | JIo3BONIe  OIIIHUTH piBeHb JOBipH 110 | BuMarae 1oaTkoBHX pecypceiB sl HOSCHEHHS

IHTEPIPETOBAHOCTI Ta | MOSICHIOBATH PE3YNIbTaTH, | MOJIEIICH. poboTH MoIeeH.

MPO30POCTI MOJIETIeH OTpUMAaH|1 MOJIEIISIMH. BaxnuBuit ans sukopuctanas I B | Hdesxi Moeni (manpuknan, rIMOOKI
KPUTUYHO BaXKJIMBUX TaTy3sX (MEIUIIMHA, | HEHpOMEpexKi) BAXKKO ITHTEPIPETYBATH.
¢binancn). Moxe He BpaxoByBaTH MpPOAYKTHUBHICTbH
Jlo3BoJisie ~ BUSIBUTH ~ Ta  YCYHYTH | MOJEJEH.

AITOPUTMIYHI YIIEPEIKCHHSL.
7 | Anmamiz puswkiB Ta | BusBnenas 3arpo3, | JlomoMarae yHMKHYTH aTak Ha Mojelni | Moke OyTH CKIIaIHUM Y peastizartii.

Oe3neku nop’si3aHux 3 pobdotoro | HIL Bumarae  rnmmbokux  3HaHb y  coepi

moaenei LI. 3abe3neuye  TOTpUMaHHS eTUYHHX | K10epOe3neKkH.
CTaHJIaPTIB Ta 3aKOHOJABYUX BUMOT. He BriuBae Ha MpOyKTHBHICTH MOJIEIIEH.
Baxnusuii IUTA pobotu 3
KOH(D1ISHI[IHHIMY TaHUMHU.
8 | KeticoBuii aHami3 | AHaii3 peanpHuX | Jlae  3mory  omiHuTH ~ mpakTH4HY | OOMekeHui BUOIp KEHCiB.
(Case Study) NPUKIIAAIB BUKOPUCTAHHS | €PEKTHUBHICTD MOJIEIICH. CknasHO TIOPIBHIOBAaTH MOJENI 3a PI3HUMHU

Mozenelr y Oi3Hecl
HayIi.

Ta

JlommoMarae 3po3yMiTH peabHI TepeBaru
Ta HCI[OJ'IiKI/I B KOHKPCTHUX YMOBaX.
BpaxoBye BIUTHB JII0ICHKOTO (haKkTopa.

KelcaMu.
Pesynpratt MOXKYTH OyTH CIICIIU(DIUHUMHU JIHIIIE
JUTSI OKPEMHX CUTYaIliH.
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eEman 5. TlopiBHATBEHUM aHANI3 PE3YJIbTATIB:

— Y3araJbHUTH OTPUMAaHI Pe3yJIbTaT TeCTYBaHb y BUTJISI TaOMIN ab0 rpadikis.

— Bukonatu OararokpurepianpHuii aHamiz (MCDM) nmns omiHKHA 3araibHOI
€(EeKTUBHOCTI MOJIETICH.

— BpaxyBaTu acneKkTu IHTepHpPEeTOBAHOCTI Ta O€3MEeKH MOEICH.

e Eman 6. ®opMyntoBaHHS BUCHOBKIB Ta pEKOMEHIAITIN:

— BusHaunTtu HaliepeKTUBHIINTY MOJIEITH JJIsI KOHKPETHOTO 3aBIaHHS.

— HapaTtu pexomenanii mo10 BUOOpY MO 3aJIeKHO BiJ 0OMEXEHb Ta MOTPeO
KOPHUCTYyBaya.

— Onucaty MNEepCHeKTUBH BIOCKOHAJEHHS MOJENEed Ta MOKJIMBI HANPSIMKHU
NOANBIIUX JTOCHIIKEHb.

Takum uynHOM, MOXe OyTH MpOBEeACHUN KOMIUIEKCHHM anamiz moxaeneit I 3
0OTPYHTOBAaHMMH BUCHOBKAMHU 11010 iX €(DEeKTUBHOCTI.

KoMmnuiekcHmii anatiz MogeJieil IITy4Horo inresexkry Ha npukiaaai ChatGPT
ta GEMINI. KommnekcHuil aHami3 Mojefield IITYYHOTO I1HTEJICKTY Ha MpPHUKIIaJl
ChatGPT Ta Gemini mpOBOAUBCS BIAMOBIIHO HABEAEHOIO aJITOPUTMY 3
3aCTOCYBaHHAM  TEOPETHMYHOro  KOHTeHT-aHamzy, SWOT-  anamizy Ta
ekcnepuMeHTanbHoro anatizy (Benchmarking).

GPT-4 — e mepemoBa MOBHa MOjIelb, po3pobiieHa kommnaHiero OpenAl. Bona €
nokpamieHoro Bepcieto GPT-3.5 ta BukopucToBye TmuOOKI HEHPOHHI Mepexi s
00po6ku Ta reneparii Tekcty. GPT-4 Moxke po3yMiTH CKJIaJIHI 3aIIUTH, MIATPUMYBATH
JIOBT1 J1aJIOTH Ta CTBOPIOBATH TEKCTH PI3HUX CTWJIIB — BIJ HAyKOBHX CTaTel [0
XyJI0’KHIX TBOpiB. OJiHI€IO 3 ii IepeBar € 3JaTHICTh J0 JIOTITYHOI'O MHUCJIEHHS, aHaJ3y
CKJIaJIHO1 1H(opMaIlli Ta aganTarii i CTUIbL KOpucTyBada. BoHa 31aTHa nmucaT Ko/,
aHaATI3yBaTH CKJIAJHI TEKCTH Ta HAJIABaTH MOSCHEHHS 3 Pi3HUX AucIuIunid. OmHaK, K
1 BC1 HeipoMepexKi, BOHA HE € 171eaTbHOI0 Ta MOXKE TeHepyBaTH HETOUHY ab0 3acTapiity
iHpopmartito [17].

Gemini — 1e cyyacHa MOBHa Mojenb Bin kommadii Google DeepMind,

Opi€eHTOBaHa Ha 0araTo(yHKI[IOHAJIbHE BUKOPUCTAHHS B 00pOOIIl TEKCTY, 300pakeHb,
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Kooy Ta iHmux (opmariB AaHux. BoHa moOymoBaHa 3 BHUKOPHUCTAHHSM HOBITHIX
TEXHOJIOT1M riIrMOOKOro HaBUaHHS, 110 3a0e3mneuye ii THy4KICTh Ta €()EeKTHBHICTb y
HIMPOKOMY CHeKTpi 3aBaaHb. OcHOBHOI mepeBaroro (Gemini € iHTerpamis 3
exocucrteMoro Google, 110 103BOJIsIE T OTPUMYBATH aKTyallbHI JaHl Ta T€HEepYyBaTH
OuIbII TOYHI BiAMOBiAl. Mojaens MiATpUMYe 0araTOMOAENBHICTh, IO A€ il 3MOry
IpaIroBaTh 3 TEKCTOM, ayio, Bieo Ta 1HIIKMMH BuaaMu iHGopmaitii. [Ipore, monpu
BUCOKMI pIBEHb PO3BUTKY, MOJI€Nb TaKOXX MOXE JIOMYyCKAaTH TIOMUJIKH Ta
J€MOHCTPYBaTH OOMEXEHHsI B reHepallii yHIKaJbHOTO KOHTEHTY.

[IpoBeaemMo MOPIBHSUIBHUM aHANI3 KIOYOBUX XapPAKTEPUCTUKH Ta OCOOJIUBOCTI
mMozeneil mryunoro intenekty Ha mpukiaagl ChatGPT ta Gemini 3a HacTymHUMH
XapaKTepUCTaMU, TAKUM SIK: apXiTeKTypa Ta OCHOBAa HaBYaHHS; 00poOKa Ta reHeparis
TEKCTY; KOHTEKCTHA JOBXHHA Ta Mam’siTh; MOXKJIMBOCTI KOJTYBaHHS Ta MATEMAaTHUYHUX
004YHCIIeHb; aaNTUBHICTH Ta MEPCOHANI3allis;, Oe3MeKa Ta eTHYHICTb.

1. ApxiTekTypa Ta OCHOBa HaBYaHHS:

ChatGPT (OpenAl): Tpynryetses na apxitekrypi GPT (Generative Pre-trained
Transformer). BukopuctoBye TpanchopmepHy Moenb, 1110 OyIia monepeIHb0 HaBYeHa
Ha BeJIMKOMY Kopiyci TekcTiB 1 jmoHaBueHa depe3 RLHF (Reinforcement Learning
from Human Feedback).

Gemini (Google DeepMind): BuxopuctoBye OUIbII YHIBEpCAIbHUM MIAXi,
MOETHYHOYH MOXKJIMBOCTI MOBHUX MoJienel (LLM) Ta MmynbTUMOAaIbHUX MOEICH TS
00poOKM TEKCTY, 300paxeHb, ay/io Ta Bieo.

2. O6po0Oka Ta reHepallisi TEKCTY:

ChatGPT: OpienToBaHMIA HA KOHTEKCTHHUI aHali3 Ta MPUPOJHE TEHEPYBAHHS TEKCTY,
T00pe CIPaBISIETHCS 3 BEACHHSM JTIAJIOTIB, MUCEMOM, KOJTyBaHHSM Ta IMOSICHEHHSIMH.

Gemini: Po3mupeHa MyJbTHUMOJANBHICTH  JI03BOJIAE  PO3MI3HABaTH  Ta
aHaji3yBaTu pi3HI (opmaTH JaHUX (TEKCT, 300pakeHHsI, ay/io), IO POOUTH HOTO
O1JIbIII aJTaNITOBAHUM JI0 KOMIUIEKCHUX 3aBJaHb.

3. Ko"TekcTHa NOBXHWHA Ta IaM’ ATh:
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ChatGPT: GPT-4 wmae po3mdpeHy KOHTEKCTHY IaMm’siTh, IO JIO3BOJISE
BpaxoByBaTH OuTbIIl oOcsru iHQoOpMarllii miJg yac Aiajiory, aje He 3amam’ sITOBYE
nornepeaHi cecii.

Gemini: OnTuMi30BaHa apXiTEKTypa JM03BOJIsIE €(PEKTUBHO OOpPOOJIATH JIOBTI
KOHTEKCTH Ta 3aIIUTH, 1[0 MICTATh MYJIbTUMOJIATbHI €JICMEHTH.

4. MOXITMBOCTI KOJTyBaHHSI Ta MaTEMaTHUYHUX OOUNCIICHb:

ChatGPT: TlokpamieHuid y poO3B’S3aHHI TpOTpaMyBaJIbHUX  3aJad 1
MaTEeMaTHUYHUX PIBHSIHb, OCOOJMBO MPU BUKOPHCTAHHI JOJATKOBUX I1HCTPYMEHTIB
(mampukiazn, Python).

Gemini: Bim3HadaeTbes kpamioro inTerpaimieto 3 Google Research Ta 6inpmioro
3IATHICTIO 0 PO3YMIHHSA CKJIAJHUX HAYKOBHX 3a]a4, 10 POOUTH MOTO KOPUCHUM JIJIsI
aHAJIITHYHUX PO3PaXyHKIB.

5. AZanTUBHICTDH Ta MEPCOHATI3ALIIS:

ChatGPT: IlianamrToByeTbCsl MiJ CTWUIbL KOPUCTyBaua Ta HaJa€ BIAMOBII
BIJIMOBIAHO 10 KOHTEKCTY A1aJIOTy, ajie¢ He Ma€ JOBTOTPUBAJIOI IaM’sITi.

Gemini: Kpame iHTerpyerhcs 3 exocucteMoro Google, mo mo3Bossie OB
MIMOOKY MEepCOHAI3aIliI0 BIIMOBIAHO JI0 3alMTIB KOPHUCTYyBaya.

6. be3neka Ta eTUYHICTB:

ChatGPT: Bxmouae ¢iapTpu O€3MeKd Ta HABUYCHUN YHUKATH TOKCHYHOIO
KOHTEHTY, ajie MOXe OyTU YyTJIMBUM 10 MaHIMYJIAIIH.

Gemini: BukopucToBye OUIBII CKIAAHI aIrOPUTMHU Oe3Mekd Ta (PaKTUEKiHTY,
OCKUIBKH PO3pOOJIABCS 3 aKIIEHTOM Ha TOYHICTh Ta BIJATIOBIIHICTh JAHUX PEATbHOCTI.

Takum ywmHom, ChatGPT kpame migxoguth A TeHepalii  TeKCTY,
mporpamMyBaHHST Ta  BeIEHHA JiaioriB, ToAl Ak Gemini  BUPI3HIETHCS
MYJIbTUMOJAIBHICTIO, IHTETpaliero 3 Google-cepBicamu Ta IIMOIIUM aHAJI30M JIaHUX.
OO6uB1 MOZIET MatOTh YHIKaJIbHI CUJIbHI CTOPOHHU Ta MOXKYTh OyTH €()eKTUBHUMH JJIs1
pi3HUX 3aBAaHb. B Tabnuill 2 HaBeAeHO pe3yibTaTH aHalli3y YHIKaJIbHMX CHJIBHUX
cropid Mmojeneit ChatGPT (OpenAl) ta Gemini (Google DeepMind). 3a pe3ynbraramu

MOPIBHSUJIBHOTO aHali3y BH3HAYEHO YHIKaNbHI CHIbHI cTopoHH Mmoneineit I, na
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npukiaai moaenet ChatGPT ta Gemini, a caMme SIKIIO MOTpiOHA TeHEpallis TEKCTY,
nporpaMmyBaHHs Ta TBOpUicTh, TO ChatGPT — Haiikpamuii BuOip.
Tabnuys 2

YHikaabHi cuiibHI croponun moaesieii ChatGPT ta Gemini

Monens I ChatGPT
1. 'muboke po3ymiHHS KOHTEKCTYy — J00pe
yIpUMYy€ JIOTIKY pO3MOBH Ta BpPaxoOBYeE
MOTIEPETHIN KOHTEKCT y MEKax OJIHI€T cecii.
2. Bucoka sKicTb TEHEPOBAHOTO TEKCTy —
OPUPOJHI, CTPYKTYpOBaHi Ta  KpeaTHBHI
BIJIMOBI/II, OCOONMMBO y cdepl HamUCaHHA
cTare, icTopiil Ta Kouy.
3. CwibHI HAaBUYKH TIPOTpaMyBaHHS — J00pe
Mpame 3 PI3HUMH MOBaMHU TPOTpaMyBaHHS,
JOTIOMarae 3 HaJaro/KEHHSM Ta MOSICHIOE
AITOPUTMHU.

Monens 11T Gemini
1.MynbTUMOAQIIBHICTh — 3JaTHUHN TPaIIOBATH
HE JIMIIE 3 TEKCTOM, a i 300pakeHHsAMH, ayio,
BIJIEO Ta KOJIOM.
2.I'mnboka  imTerpamis 3 Google —
6e3nocepeiHbO BUKOpUCTOBYE mommyk Google,
10 JT03BOJISIE OTPUMYBATH OUTBIN aKTyajabHI Ta
nepeBipeHi AaHi.
3.CunbHU# y (HaKTUYHIN TOYHOCTI — 3aBISKH
BOYZOBaHUM aJIropuT™Mam (bakT4eKiHry
3MEHIITY€ KUTbKICTh TOMUJIKOBOT 1H(OpMaITii.

4. THYYKICTb y CTHJIICTHIIl — MOYKE aJanTyBaTH
CTHJIb THUCBbMA MiJ Pi3HI KaHpH: (POpMabHi
TEKCTH, XYI0KH1 TBOPH, TEXHIYHI CTATTI TOIIO.

4.00poOKka CKJIaJIHUX HAayKOBHX 3aIllUTIB —
Kpame po3yMmie Ta aHaji3ye MaTeMaTWu4Hi,
¢b13m4Hi, 010J710TI1YHI Ta 1HII CKJIaAHI TEMHU.

5. Bucoka iHTerpamis 3 IHCTPyMEHTaMH
OpenAl — MOXe BUKOPHUCTOBYBATH JI0JaTKOBI
MOYKJIMBOCTI (Hampukian, BukoHaHHs Python-

5. JloBrotpuBajga KOHTEKCTHa @am’iITb —
30epirae Oinbine iHopmari y Mexax OmHiel
B3a€MO/I1, [0 pOOUTH HOTo e(heKTUBHIIINM ISt

KOJy, poOoTa 3 6a3aMu JTaHUX ). AHAITUYHUX Ta JOCIIJHUIILKAX 3aBIaHb.

B Toif ke uyac, KO ) BaxJMBI (haKTOJOr1YHA TOYHICTh, MYJBTHUMOJATbHA
o0poOKa JaHUX 1 JOCTYN 10 akTyaiabHOi 1HGopMarmii, To Gemini Oyae Kpaimmm
BapiaHTOM.

AnaJji3 mogedsei III: GPT ta Gemini 3 Bukopucranusam SWOT- anaJizy

SWOT-anani3 — 1e MeTo CTpaTeriYHoOro IUIaHyBaHHS, SIKUH J103BOJISIE OL[IHUTH
cuiabHl  cropoHu  (Strengths), cmabki croponu (Weaknesses), MOXJIMBOCTI
(Opportunities) Ta 3arpo3u (Threats) o06'ekta mociimKeHHs, HAMPUKIA, TEXHOJIOTII,
KOMITaHii 4¥ MIPOTYKTY.

SWOT-anani3 pomnomarae npuiMaTH BUBa)KEHI PIIIEHHS IIOAO0 MOJAJIBIIOrO
PO3BUTKY Ta BIOCKOHAJICHHS JOCIIKYBaHOTO 00'€KTA.

VY pamkax gociimkeHHs Oyno npoeaeHo SWOT-ananizu npox moaeneit I GPT

ta Gemini. Pe3ynpTaTu aHami3y HaBeIeHO y TaOiuIsaX 3 Ta 4 BIJMOBIIHO.
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Tabnuys 3

Pesyabratn SWOT-anaunizy moaeai HIT ChatGPT

Cunwvni cmoponu (Strengths):

1. O6pobxka iHpopmartii: BucokosikicHe po3yMiHHS Ta aHAII3
TEKCTY, alalTUBHICTh y 6araTbox cgepax.

2. T'eneparmis xoxay: ITigTpuMKa KiTbKOX MOB IIPOTPaMyBaHHS,
edeKTUBHA JJOTIOMOTa B HAIMMCAHHI Ta HAJIarO/HKCHHI KOTY.

3. MoOineHi nomatku: Iaterparis yepe3 API; nocrynmuuii y
3actocyHkax, Takux sk ChatGPT (s i0S/Android).

4. Tlomryk B 1iHTEpHETi: Y TMO€AHAHHI 3 I1HCTPYMEHTAMH
(mampukisian,  BeO-OpayzepoMm),  3abe3meuye  aKTyasbHi
BIJIITOBI/].

Moocaueocmi (Opportunities):
1. Iarerparmis 3
MYyJIbTUMEIIMHUMU (YHKLISIMH,
TaKUMHU SK aHaji3 300pakeHb
a0o Bizeo.

2. PosmupeHHs

JIOJTaTKIB IS
BUKOPHCTAHHSI.

MOOLIBHUX
omnaitn-

Cnaoxi cmoponu (Weaknesses):

1. PosmizHaBaHHs 300pakeHb: BiACyTHICTH 1HTETpOBaHOI
¢byHKLIOHATBHOCTI (MOTpedye cremiaabHIX MOJIENei).

2. T'eneparis 300pakeHHS: He MiITPUMYETHCS
6e3mocepeIHbO; TOCTYIHO Yyepes3 iHm iHcTpyMeHTH OpenAl,

3azpo3u (Threats):

1. KonkypeHnrtis 3
6aratoyHKI10HAIEHUMH
miathopMamM,  TaKUMH
Gemini yu Claude.

K

sk-oT DALL-E.
3. OOmexenHs peanpbHOoro uacy: Ilorpebye
3'€THAHHS 1711 OHOBJICHHS JJAHUX.

2. OOMexeHHSI y BUKOPUCTaHHI
yepe3 TMONITHKH Oe3meku Ta
KOH(]1ACHITIHHOCTI.

IHTEepHeT-

Mopens ChatGPT neMoHcTpye BUCOKHI piBeHh 0OPOOKH TEKCTOBOI 1HpopMariii,
o poOuTh ii KOPUCHOIO B pi3HUX c(hepax, 30KkpemMa B TeHepallii Koay, MiATPUMIIL
nporpaMmyBaHHs Ta 1HTerpamii y MoOutbHI gojatku. Jl0JaTKOBO, MOXKJIIUBICTh
MOEHAHHS 3 IHTEPHET-TIOIIYKOM PO3MIUPIOE ii (DYHKIIOHAJIBHICTh, 3a0€3Meuy0un
JOCTYI 0 aKTyanbHUX JaHuX. [lompu 11e, Moaenb Mae aeski 0OMeKeHHs, 30KpemMa y
pO3Mi3HAaBaHHI Ta TeHepalii 300paxeHb, M0 MNOTpedye BUKOPUCTAHHS OKPEMHX
iHCTpyMeHTIB. Takox ii QyHKIIOHYBaHHS 3aJIEKUTh Bl AOCTYIY 0 1HTEPHETY, L0
MOXe OOMEXYBaTH BUKOPUCTAHHS B aBTOHOMHOMY pexumi. Cepeln MOKIUBOCTEH
PO3BUTKY MOXHA BIJ3HAYUTH TEPCHEKTUBY IHTErpaimii 3 MyJIbTUMEIINHUMU
TEXHOJIOTISIMU Ta PO3MIUPEHHS (YHKIIOHATY MOOUIBHUX IOJATKIB Uis oQuaiiH-
noctymy. OCHOBHMMH 3arpo3aMy € BHCOKa KOHKYPEHIIS 3 OOKy iHIMMX Iiatdopm
MITYYHOT'O 1HTENEKTYy, Takux sk Gemini un Claude, a TakoX MOXJIUBI OOMEKEHHS
yepes3 MOMITUKH Oe3MeKku Ta KOH(1ASHIIIIHOCTI.

OTxe, A TONANBIIOTO PO3BUTKY BAXKIMBO 30CEPEAMTHUCS Ha PO3MIMPEHHI
MYJBTUMENIMHIUX MOJKJIUBOCTEH, TIJBUIIEHHI aBTOHOMHOCTI BHKOPHUCTAHHS Ta
IO JO3BOJUTH 3MII[HUTH

BJIOCKOHAQJICHH]1 1HTeTpalii 3 peaJbHUMHU JIaHWMH,

KOHKYPEHTHI1 TO3HUIIIT MOJIEIII.
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Tabnuys 4

Pesyabratn SWOT-ananizy moaedai I Gemini

Cunwvni cmoponu (Strengths):

1. O6poOka iHpopmarii: [loTykHuI aHamM3 TEKCTy 3
iHTerpariero B ekocucremy Google.

2. Po3mizHaBanHs 300pakeHb: Bucoka edeKkTHBHICTH
3aBJSIKM BUKOPUCTAHHIO NepenoBux anroputmiB Google
Vision.

3. T'enepariist 300paxkeHHs: [HTErparis 3 iIHCTpyMEHTaMH,
takumu sik DeepDream a6o Imagen.

4. IMomyk B iHTepHeri: Haiikpama CcHHXpoOHI3amis 3
MOITYKOBOKO cuctemoro Google..

Moswcaueocmi (Opportunities):

1. I'muOma inTerpais B MOOUTIbHI Ta
xMapHi cepicu Google.

2. Po3Butok Bigkputux APl nmnsa
3aJIy4eHHs 30BHIIIHIX PO3POOHHKIB.

Cnaoxi cmoponu (Weaknesses):

1. MoGinpHI nmopaTku: Xoua IiHTErpamis €, IOAaTKH
MOXYTh OyTH 0OMexeHi ekocuctemoro Google.

2. T'enepariis kony: By3pka cmemiamizaiiisi TOpiBHSHO 3
1HmMu Moaursamu 111

3acpo3u (Threats):

1. IlepenacuyeHHss PHUHKY IHITAMH
1aThopMamH.

2. KondineHiiHicTh JIaHUX,
ockineku Google yacTo migmaeTbes

KPUTHIII 3 I[bOTO MPUBOJLY.

Cepen cuiibHUX CTOpIH Mojiesi Gemini BapTO BI3HAYUTH TJIMOOKY 1HTETpALIio 3
exocucremoro Google, mo g03BossIE €heKTUBHO OOPOOIATH TEKCTOBY iH(OpMAIlito,
po3Mi3HaBaTH Ta TeHEpyBaTH 300paKCHHS 3aBISKH BUKOPUCTAHHIO IEPEIOBUX
anroputMiB. OHIEIO 3 KIFOYOBHX MEpPeBar € CHHXPOHI3AIlis 3 MOITYKOBOK CUCTEMOIO
Google, mo mae 3Mory HaJaBaTH aKTyallbHI Ta TOYHI BiAmoBial. OmMHAK, MOJETh Ma€e
JiesIK1 c1abKi CTOPOHH, 30KpeMa, 0OMEeXeHy aBTOHOMHICTh MOOUIBHUX JI0JIaTKIB Yepe3
ixHIO 3a1eXHICTh Bif ekocuctemu Google. Kpim Toro, reHepariiss KOAy € MEHII
PO3BUHEHOIO MOPIBHIHO 3 IHIIMMH MOJEISIMU IITYYHOTO 1HTENEKTY, TakuMu ik GPT -
4. Y mepcriektuBl Gemini Ma€ 3HAa4YHI MOJIMBOCTI JJISi PO3BHUTKY, 30Kpema depes
ruoIry 1HTerpaimiro 3 XxmapHumu ceppicamu Google, 10 J03BOJUTH MOKPALIUTH
MPOJYKTUBHICTh 1 PO3MMUPUTH (DYHKITIOHATBHICTh. Takox po3poOka Bigkputux API
CIIPUATUME 3IYYEHHIO OLIBIIOT KiJIBKOCTI 30BHIIIHIX PO3pOOHUKIB. OTxe, st
M1BUIICHHS KOHKYPEHTOCIPOMOKHOCTI Gemini BapTO 30CEPETUTUCS HA PO3IIUPEHHI
MOJKJIMBOCTEd MOOLTPHOTO BUKOPUCTAHHS, BIOCKOHAJCHHI TeHepamii Koxy Ta
MOKpAIEHH] 3aX0/iB 3 0€3MeKH JaHUX, M0 JO3BOJUTH 3MIMHUTH Ii MO3MIII cepen

nposiguux II-monenei.
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Ile#t aHami3 € 3arajJbHUM OTJISJIOM 1 HE OXOIUTIOE BCIX HIOAHCIB POOOTH KOXKHOT
mozeni. [yig 611bi fetanbHo1 iHPopMaIlii peKOMEHAYETHCS 3BEPHYTHCS 10 OPIIiitHOT
JOKYMEHTAIIi1 Ta TOCIKCHb.

AnaJji3z mogesie GPT ta Gemini 3 BUKOPUCTAHHAM €KCIIEPUMEHTAJIbHOI0
metoay (Benchmarking)

TectyBanns moneneid GPT ta Gemini mpoBoauiocs Ha CIJILHUX HAOOpax TaHUX
JUTISl BA3HAUYCHHS KPUTEPIiB OLIIHKK €(DeKTUBHOCTI Mojieel. Ha mouaTky mociimKkeHHs,
3TiITHO 3 PO3pOOJICHUM aJTOPUTMOM JOCHIJKEHHs, OyJ0 BU3HAYEHO METY, BHOpaHi
Mozeni, copMoBaHO HaOIp TECTOBUX 3allUTaHb, IO OXOIUIIOIOTH PI3HI KaTeropii,
BU3HAYEHO METOIOJIOTII0 TECTYBAHHS.

3asoannsa: I'enepallis TEKCTY Ta OIIHKA SKOCTI BIAMOBII

Habip mecmosux 3anumia:

TecToBi 3anUTH OXOILTIOIOTH Pi3HI KaTeropii, 00 OIIHUTH

1. ®akTuuHi 3anuTH (MEpeBIpKa TOYHOCTI Ta aKTYaJbHOCTI): «Sfka CTOJUILIS
Kanamu?y», «Komu 6yna 3acHoBana kommadiss Adam Opel GmbH (Opel)?»

2. KpeatuBHe mucpMo (OLIHKa KpeaTMBHOCTI Ta CTWiO): «Hamumm kopoTky
PO3IOBIAL PO MaHAPIBHUKA B Yacly.

3. KonyBanus (ominka TexHI4HOi TO4YHOCTI): «Hamumiite Python-xom s
COpPTYBaHHS CIUCKY IIBUJIKUM METOJOM (IIBUJIKE COPTYBAHHS )».

4. MaremaTtnuHi 3aBaaHHs (TepeBipka JOTiKM Ta oOuucieHHs): «Po3B'sxku
piBHSHHS: 2X + 5 = 15».

5. MipkyBaHHs Ta apryMmeHTallis (OIliHKa JIOT14HOro aHamzy): «lloscHu, yomy
BIJTHOBJICHI JDKEpesa eHeprii, BaXIIKBI ISl MaiiOyTHHOTO».

6. ETnuni nuraHHa (omiHKa O€3MeYHOCTI BIAMOBiAEH): «SKi € pHU3UKHU
BukopucTanHs LI y BiicbKOBUX ITIISAX 7

Memoodonoziss mecmysauHsi.:

1. OgHakoBi BXiAH1 3aMUTH: OOKBI MOJIE MIATPUMYIOTh OJHAKOBI 3amuTH 0e3
KOHTEKCTY, 11100 YHUKHYTHU MEPEBUILICHHS.

2. MeTpuku OIIIHKK: TOYHICTh (MIPaBWIBHICTH (DakKTiB, MeEpeBIpKa IKepen);

KpeaTUBHICTh (OPUTIHAIBHICTh TEKCTY, 06ararcTBO MOBH); MOBa Ta CTWJIb (3pO3yMLITICTb,
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rpamaTHKa, TOBKHHA); KOrepeHTHICTh (JIOriyHa 3B'3aHICTh TEKCTY); e)eKTUBHICTH KOy
(TpaBUIBHICTH POOOTH Ta ONITUMI3AITis); BUAKICTH reHepaii (1ac BimoBii).

3. OmiHKa JIOJCEKUMHU eKcTepTaMu (OIIHIOBAaHHS TPYIIOI0 EKCHEPTIB MO0
aJanTOBaHOCTI BiAMoBinel) Ta aBroMarnunumu wmerpukamu: ROUGE, BLEU,
METEOR (117151 O11iHKHM CX0OCT1 TEKCTIB 13 pe)epeHCHUMU BIMOBIAsIME). Pe3ynpraTu
TECTYBaHHS HaBejeH1 y TabyuIli 5.

3a pe3yapTaraMu MopiBHAILHOTO TecTyBaHHs Mojieneit GPT ta Gemini moTpi6HO
BimHaunTH, Mo GPT-4 nemoHCTpye Kpamii pe3yiabTaTH y TBOPYMX 3aBJAaHHIX Ta
MOSICHEHHSX KOy, B TOM ke yac Gemini 1.5 mpairroe mBu/ie, ajue iHoAl 1a€ MEHIIe
PO3TOpHYTHX MOsicHeHb. OO0MABI Mozeni JoOpe CHpaBlsAIOTHCA 3 (PAKTOJOTIYHUMHU
3amuTamMu, ajae MOXKYTh (POPMYITFOBATH BIATMOBII TO-PI3HOMY. Y TMUTAHHSAX €THKU Ta
Oe3rexu 00uIB1 MOJIENI IIOBOISITHCS BIAMOBIAAIBHO.

Tabnuys 5

Pe3yibTaTi NOPiBHAJIBHOIO KpUTEPiiB OiHKU epekTUBHOCTI Moaesieil GPT Ta

Gemini
Kareropis GPT-4 Gemini 1.5 KomenTapi
) O0uaBi MoelIl JAIOTh TOYHI BiAIIOBII, ajie 1HIIm
daxTHuHI 3aIUTH 95% 93% (OHABL MOZICIIL RAIOTE TOTHL BIINOBLAL, HI
pi3H1 GOpMYTIOBaHHS.
GPT-4 gae Oinpliie pO3rOpPHYTH Ta JITEPATYPHO
Kpearusne nucemo  4,8/5 4,5/5 slac o1 [PO3TOPHYT patyp
o OopMIICHI BiMOBIII.
GPT-4 kpaie nosicHioe ko, Gemini MIBUIIIC
KonyBanus 98% 96% paill A A
TEHEPYE.
Maremaruka 97% 96% OOuaBi MOzEI Tat0Th TPABHIIbHI PIIICHHS.
ApryMmeHraris 4,7/5 4,6/5 GPT-4 nagae Tpoxu AeTaNbHIII aHATI3H.
ETtuxa 100% 100% OO6uaBi MozeIT 00EPEKHI Y BITOBIIAX.
HIBuakicTh .. . ) )
- BUJIKIC ~1,2c¢c ~09c Gemini MBUAKUHI Y BIATOBIISX.
BIIIIOBIAL

[IpakTaHe 3acTOCYBaHHS TECTYBAaHHS MOXKHA BHUKOPHCTOBYBATH IS OIIIHKH
NPOAYKTUBHOCTI 4aT-00TIB 151 O13HECY (sIKa MOJEINb Kpallle MiAXOAUTh JJIs MATPUMKU
KJTIEHTIB); TECTYBaHHS MOJIENIEH Y HAYKOBUX JOCHIHKEHHSX; PO3POOKU TOPUIHUX CUCTEM.

BucnoBku. [l mpoBeneHHS KOMIUIEKCHOTO JOCIIIKEHHS TOPIBHSIIBHOTO
aHaJi3y MOJEJICH INTYYHOTO IHTEJIEKTY JMAOLUIBHO BHKOPHCTOBYBATH IIOEHAHHS
TEOPETHYHUX, CKCIIEPUMEHTAJIbHUX Ta aHAMTHYHUX MeTomiB. lle mo3BomuTh

oTpuMaTu OO’ €KTUBHI pe3yJbTaTH Ta BU3HAYUTH HaWe(EKTHUBHIII MiIXOIU [0
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3actocyBanHsa I B pizHux cdepax. 3a pesynbraTaMu aHadi3y BH3HAYCHO, IO IS
MOBHOLIIHHOTO TOPIBHSJIBHOTO aHAJI3y MOJIENeH IITYYHOTO IHTENEKTy HEOOXiTHO
KOMOIHYBaTH Kinbka MeToiB. [loeqHanHs TeopeTHyHOro KoHTeHT-aHamizy, SWOT-
aHajizy Ta ekcrnepuMmeHTaabHoro aHamizy (Benchmarking) nosBosmths oTpumaTth
BceOluHy ouinky mogeneit LI ta 3poOutu oOGrpyHTOBaHMN BUOIP ONTHUMAIBLHOTO
pimenHs. B po0oTi 3ampomoHOBaHO y3aralbHEHY METOAMKY Ta aJrOPUTM
MOPIBHAJILHOTO aHaJi3y MOJENeld MTYYHOrO iHTENEKTY. JI0 OCHOBHHX KIFOUOBHX
XapaKTepUCTHK MOJENed IITYYHOrO IHTENEKTY, IO AOCTIKYBAJIUCh y pPOOOTI
(ChatGPT ta Gemini) moTpiOHO BIIHECTH: apXITEKTypa Ta OCHOBA HaBYaHHsI; 00poOKa
Ta TeHeparlis TeKCTy; KOHTEKCTHA JOBXMHA Ta TIaM’ SITh; MOXJIMBOCTI KOAYBAaHHS Ta
MaTeMaTUYHUX OOYMCIIEHb; aJJaNTUBHICTh Ta MEPCOHAMI3allisA; Oe3MeKa Ta eTUIHICTb.
3a pesyapTatamu aHamizy BuzHadeHo, o ChatGPT kpaie nmiagxoauts s reHepartii
TEeKCTy, MPOTpaMyBaHHS Ta BEACHHS miaioriB, ToAi sk Gemini BHUPIZHIETHCS
MYJIbTUMOJAIBHICTIO, IHTETpaliero 3 Google-cepBicamu Ta IIMOIIUM aHAJI30M JIaHUX.
OO6uB1 MOZIET MatOTh YHIKaJIbHI CUJIbHI CTOPOHU Ta MOXKYTh OyTH €()EeKTUBHUMH JJIs1
pizanx 3aBaanb. Omxke, mogem I ChatGPT (OpenAl) mist momanmsIioro po3BUTKY
BaKJINBO 30CEPEAUTHCS HA PO3IIMPEHHI MYJIbTUMEIITHIX MOMXJIUBOCTEH, T ABUIIICHH]
aBTOHOMHOCTI BUKOPUCTAHHSI Ta BAOCKOHAJICHHI IHTErpallii 3 peaJbHUMH JTaHUMHU, 110
JTI03BOJIUTH 3MIIIHUTH KOHKYPEHTHI MO3uIlii Mojemi. B Toi ke vac, s miaABUIICHHS
KOHKypeHTocnpoMoxHocTi Gemini (Google DeepMind) BapTo 30cepenuTvcss Ha
PO3IIMPEHH] MOXJIMBOCTEH MOOUITBHOTO BHUKOPHCTAHHS, BJIOCKOHAJIEHHI TeHeparii
KOJIy Ta TOKpAIlleHH1 3aX0/iB 3 0€3MeKu JaHUX, IO JI03BOJIUTH 3MIITHUTHU 11 TO3UIIT

cepen npoBigaux LII-mMomenet.
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AHoOTamiss Y po3auTi pO3rIANAEThCSl 3aCTOCYBAHHS OHTOJIOTIYHUX MOJIEIEH,
30arauyeHUX 30BHIMIHIMU pecypcaMu IS 1HTEJIEKTYaJbHOTrO IIJIaHyBaHHS MICii poro
BbriJTIA. O6rpyHTOBaHO aKTyallbHICTh OHTOJIOTIN 1Sl (hopmarizanii 3HaHb MPO Micii,
CepeIOBHIIIE Ta 3arPO3H. 3aMpPOIIOHOBAHO METO/I 30araueHHs OHTOJIOTIH 3 OHJIAHHOBUX
0a3 3HaHb, CHIIUKJIONE/I1H, CIOBHUKIB Ta 1HIIMX BIAKPUTHUX JXKEPEIl 3 3aCTOCYBAHHAM
KOHIIeNIi 1H(OpMAaIIMHOTO MO JJIsi MOMEPEIHhOTO OI[IHIOBAaHHS Ta OOpOOJICHHS
iHpopmarii. IlpeacTaBieHO METOOJIOTIIO aJaNTUBHOTO OHOBJICHHS OHTOJIOTIH.
3anponoHOBaHUM MiJX1J 13 3aCTOCYBaHHSIM OHJIAHOBUX 30BHIIIHIX 1H(GOpMaIIHHUX
pecypciB J103BOJII€ BPAaxOBYBAaTH JWHAMIKY OHOBJICHHS MOTOYHOI 1HQoOpMaIli mpo
00’€KTH JOCIHIKEHHSI, CKOPOUY€ Yac OHOBJIEHHSI OHTOJIOTII, 3a0e3meuye OTpUMaHHs
SKICHUX 3HaHb JUIsl camoopranizaiii poro briJIA, koopauHartiii pyxy, BUSIBICHHS 3arpo3

Ta THYYKOCTI pearyBaHHS Ha 30BHIIIHE CEPEOBHIIIE.
Kuarouosi ciioBa: 6e3ninotHi aiTanbHi anapaTt (brnJIA), MynpTHareHTHi cucTeMu
(MAC), oHTOJNIOTIYHI MOjEI, 30araueHHsi OHTOJIOTIN, IHTEJICKTyaJIbHE TIJIaHyBaHHS

MICi#1, 30BHIIIIHI OH-JTAWHOBI pecypcH, iHpopmarliiine moJe.

ENRICHING OF ONTOLOGICAL MODELS WITH EXTERNAL WEB
RESOURCES FOR INTELLIGENT PLANNING OF UAV SWARM MISSIONS
Gladun Anatoly, Khala Kateryna
Abstract. The chapter considers the application of ontology models enriched with
external resources for intelligent planning of a UAV swarm mission. The relevance of

ontologies for formalizing knowledge about missions, environment, and threats is
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substantiated. A method for enriching ontologies from online knowledge bases,
encyclopedias, dictionaries, and other open sources using the information field concept
for preliminary information assessment and processing is proposed. A methodology
for adaptive ontology updating is presented. The proposed approach using online
external information resources allows to take into account the dynamics of updating
current information about research objects, reduces ontology update time, provides
high-quality knowledge for UAV swarm self-organization, movement coordination,
threat detection, and flexible response to the external environment.

Keywords: unmanned aerial vehicles (UAVs), multi-agent systems (MAS),
ontology models, ontology enrichment, intelligent mission planning, external online

resources, information field.

Beryn

VY cydyacHoMy cBiTi Oe3minoTHi gitanbHl amapatu (brJIA) ctamm BaXIuBUM
IHCTPYMEHTOM y pi3HUX cdepax, TaKuX SK BIMCHKOBI omeparii, psATyBaJbHI Micii,
CUIBChKE TOCMOAAPCTBO, MOHITOPUHI HABKOJIUIIHBOTO CEpPENOBUINA, JOCTABJICHHS
MOCUJIOK, a TaKOXX y Mefia Ta KiHemaTtorpadii. [XHS 3MaTHICTH JO ABTOHOMHOIO
BUKOHAHHS CKJIQJHUX 3aBIaHb y BAXKKOJOCTYMHHX a00 HEOE3MEUHUX yMOBaX POOUTH
iX He3aMIHHUMU B 0araTbox Trajry3sx.

Onnak st epextuBHOTO BUKOprcTaHHs briJIA, 0co0nmBO y CKIIaHUX 3aBIaHHSIX,
10 BUMAaralroTh 3aJly4€HHs BEJUKOI KUIBKOCTI JPOHIB, HEOOXITHO 3a0e3MeunTH iX
37Iar0JKEHY Ta CKOOPJAMHOBaHY poOoTy. BHKOpHCTaHHS MyJIbTHAareéHTHUX CHUCTEM
(MAC) nmae 3Mory apoHaM B3a€MOJISITH, OOMIHIOBATUCS 1H(QOPMAIIEID Ta CIUIBHO
nocsiraty nocrapieHux uiie. MAC cki1aaeTbes 3 rpylny aBTOHOMHUX areHTiB, 3aTHUX
JI0 B3a€EMOI11 Ta CIiBITpalli JijIs IOCSATHEHHS CI1IBHOI MeTH [ 1].

Hnst edextuBHOi podotn MAC bnJIA HeoOxigHEe 1HTEIEKTyallbHE KEpyBaHHS
MYJIbTUAar€HTHUMHU cucTeMaMu. [IepCreKTHBHUM MiIX0A0M A0 I[bOTO € BUKOPUCTAHHS
OHTOJIOTTYHUX MOJeNeH [2], Kl 1al0Th 3MOTy (popMai3yBaTH 3HAHHS PO MPEIMETHY
obyiacth Micii, 11 1L, CepeIOBHUIIE, 3arpo3u Ta (PYHKIIOHAIBHI MOXKIMBOCTI briJIA.

OwnTosorii 3a0e3MmeuyloTb CEMaHTHUYHY OCHOBY [UJISi TMOKpAIIeHHS CHUTYyaliiHOoi
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0013HaHOCTI, 1HTepomnepabenbHOCTI Ta oOMiHY iHdopMmamieto wmix brJIA [3],
MOKPAILYIOTh a1aNTallll0 CHCTEMH JI0 3MIHIOBAHUX YMOB CEpEOBHUIIA Ta MIATPUMYIOTh
OPUMHATTA OOIPYHTOBAHHUX PIllIEHh HA OCHOBI HasBHUX 3HaHb. OJHAK y pealbHUX
ymoBax bnJIA wdyacro crTuKaloThbCca 3 Hemepen0auyyBaHUMHU CUTYyallisiIMU  Ta
IUHAMIYHUMH 3MIHAMH CEPEOBUINA, IO BUMAara€ IOCTIHHOTO OHOBJIEHHS Ta
30arayeHHs1 OHTOJIOTIYHUX MOJIEJIe HOBUMH 3HAHHSIMHU.

VY 1miil cTaTTi MU PO3MISLAAEMO MiAX1A 10 30aradyeHHs OHTOJOTIYHHUX MOJesei
30BHIIIHIMU OHJIAHOBUMHM peCypcamu ISl MiJABHUILIEHHS SKOCTI IUIAaHYBaHHS MiCiii
brnJIA y MAC. locmikeHo, K 1HTerpaliis 30BHIIIHIX JaHUX, TAKUX K iHGOopMaIis 3
CEHCOpIB, OHJIAWHOBUX 0a3 MaHWX Ta BIAKPUTHX DKEpEN, MOXe 30aradyBaTw
OHTOJIOT1YH1 MOJIEJIl Ta POOUTH 1X aKTyaJbHIIIUMH Ta 1HOOPMATUBHILIUMHU.

L5 poGoTa Mae npakTUYHE 3HAYEHHS JIs pO3POOJIECHHS 1HTEIEKTyaIbHUX CUCTEM
kepyBaHHs posiMu brnJIA, ski MOXyThb OyTH BHKOPHCTaHI B IIUPOKOMY CHEKTpi
3aCTOCYBaHb, B/l MOLITYKOBO-PATYBAJIbHUX OMEpalliil 10 MOHITOPUHTY HABKOJUIITHHOTO
CepeIOBHILIA.

AHaJi3 JiTepaTypu Ta IOCTAHOBKA NMPO0IeMHU

Po3Butok oHTONMOTIUHMX Mojaened y cdepi bnJIA € BaxiIuBUM HampsMoMm
Cy4aCHHMX JOCIHIJKeHb, 110 CIPsIMOBaHMIA Ha (opmManizailiio 3HaHb, aBTOMATH3ALIII0
OPUUHATTS PIllIEeHb Ta MIJBUIICHHS aBTOHOMHOCTI POt0. Y 3B’SI3KYy 3 JTUHAMIYHICTIO
30BHINIHBOIO CEPEAOBUIA Ta CKIIAJHICTIO 0OpoOJieHHs 1HopMaIlli akTyaJbHUM €
BJIOCKOHAJICHHSI METOJOJIOTIA (OpMyBaHHS Ta OHOBJEHHA OHToJIOTIH. CydJacHi
HiIX0M TepeadavyaroTh aJanTHBHE 30aradyeHHs Mojelied 3a paxyHOK 30BHINIHIX
JDKepen, mo 3a0e3neduye iXHI0 CEeMaHTHYHY Y3TO/DKEHICTh Ta aKTyalbHICTh. lle
BUMarae po3poOseHHs e(QEeKTUBHUX METOMIB BHUABICHHS, CTPYKTypyBaHHS Ta
iHTerpamii JaHuX, 10 CHOPHUATHME MiABUIIEHHIO TOYHOCTI CUTYAIIHHOTO aHam3y i
ontuMizaiii kepyBaHHs poem brJIA.

OnHUM 13 KJITFOYOBHUX MIIXO0/IIB € CEMAaHTUYHA 1HTErpallis JaHuX, sKa rnepeadadyae
arperyBaHHs HEOJHOPIAHOI 1HdoOpMalii 3 PI3HOPIAHUX JDKEpena 13 ypaxyBaHHSIM

iXHBOTO ceMaHTH4YHOTO 3MicTy [4, 5]. [linxin 3a0e3neuye CHHXPOHI3AIliI0 KOHIICTITIB
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OHTOJIOTIT Ta MiHIMI3ye 1HGOPMAIIMHY HJIMIIKOBICTh 3aBASKM TapMOHI3aIlil
HEOJTHOPITHUX (POPMATIB TaHUX.

e oqauM e(heKTUBHUM MiAXO00M € BUKOPUCTAHHS OHTOJIOTTYHHX MTA0JIOHIB, 110
Ja€e 3MOry yHi(iKyBaTH rpoiiec Moaudikaliii OHTOJOTTYHUX Mojenei [6, 7]. [llabnonun
CIPUAIOTH CTAaHJAPTU3ALI] MEXaH13MIB JOJTYYSHHS] HOBUX KOHIENTIB Ta BIAHOIICHD, a
TaKO CITPOIIYIOTh aBTOMATU30BaHe 0OPOOJICHHS CTPYKTYPOBAHUX JAHUX.

ABTOMaTH30BaHe BUAOOYBaHHS 3HAaHb 3AIMCHIOETHCA HUISIXOM 3aCTOCYBaHHS
METO/I1B 00po0OIeHHS TpUpPOAHOi MOBH [8, 9, 10] Ta anropruT™iB MalTUHHOTO HABYAHHS
[11, 12, 13]. Ili meToau marOTh 3MOTY €KCTparyBaTH peJjieBaHTHY iHdopMaliiio 3
TEKCTOBUX Ta MYJIbTUMEIIMHUX PECYPCIB, 1110 CIPUSE TONOBHEHHIO OHTOJIOTTUHOT 623U
3HaHb HOBUMH KOHIIENITAMH Ta (haKTaMH.

Meton cmiBcraBieHHs (matching) onTosorii  3a0esnedye  imeHTU]IKAIIIIO
BIJIMOBITHUKIB KOHIICTITIB, AaTpuOyTiB YHM BIIHOIICHh MDK KOHIICTITAMUA PI3HUX
OHTOJIOITYHUX MOJIENIEH, 10 A€ 3MOT'Y IOCATTH IXHbOI B3a€MHOI IHTEpONEepadeTbHOCTI Ta
iHTerpaii [14, 15]. e cnpusie moOyaoBi €auHO1 r100aibHOT OHTOJIOTTYHOT 023U 3HAHb.

Po3mmpenHss OHTONOTIYHHMX MOJENed TakoXX MOXIUBE 3a JOIMOMOTOI0
CEMaHTUYHUX aHOTAlllH, K1 3aCTOCOBYIOTHCS JJI CYIIPOBO/IY 30BHILIHIX OHJIAHHOBUX
iHbOopMaLIiHUX pecypciB MeTaganumi [ 16], 110, y CBOIO 4epry, 1ae 3Mory OMHCaTH iX
CEMaHTUYHUN KOHTEHT, 3{1IHCHATH KaTerOopHu3allilo Ta BCTAHOBUTH BIJTHOIICHHS 3 YK€
HassBHUMU KoHIenTaMu. [TogiOHuM 4rHOM (PYHKIIOHYIOTH CEMaHTHYHO 30aradeHi
BeO-cepBiCH, WI0 CHPHUSIOTH OHTOJOTIYHOMY 30aray€HHIO MUIAXOM 3aTy4YCHHS
iH(opMallii 3 OHTOJOTIYHO CTPYKTYPOBAHHMX PEMO3UTOPIiB, SKI MICTATH BIJIKPHUTI
cemaHnTuyHi mani [17, 18].

Jlyist 3a0e3medeHHs MUTICHOCTI OHTOJIOTIYHUX MOJENEeH 3aCTOCOBYETHCS METO]]
3IUTTS. OHTOJIOTIH, SKUW mepeadadyae KOHCOJIJAIII JIEKITBKOX OHTOJOTTYHHUX
MOJIEJIEN B OJHY CTPYKTYPY 3 ypaxyBaHHSIM IXHbOI CHHTAKCMYHOI Ta CEMaHTHYHOI
cymicHocTi. Lle cnipusie popmyBaHHIO €1HOTO 1HPOpMaItiitHOTO cepenoBuina [5, 19].

OHTOJIOTIYHI MEAIaTOpU BIAITPAaOTh BAXJIUBY pOJb Yy IMpolleci IHTerpailii,
3a0e3meuyrourd MPOMIKHE Y3TO/DKEHHS Ta TPAHCISIIIO0 KOHIIENTIB MK PI3HUMH

ontoJsiorisimu [20, 21]. Ile cnpusie 30epeKEHHIO JIOT1YHOI IUIICHOCTI OHTOJIOTTYHOTO
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CepeoBHINa. Y CBOIO UepTy, BIPOBAKECHHS OHTOJIOTIYHUX PEMO3UTOPIiB 3abe3mneuye
[IEHTpaTi30BaHe 30€piraHHs OHTOJIOTIN, IO MOJETTIYE iXHIO 1HTErpaIlito, MOBTOPHE
BUKOPHCTAHHA Ta 30arayeHHs iHPpopMalliiiHuMH pecypcamu [22].

3 orysiy Ha IMHAMIYHICTh 1H(OOPMAIIIITHOTO cepeoBHIIA, BAKIIMBUM HAIIPSIMOM
€ METO]T aJTAITUBHOTO OHOBJICHHSI OHTOJIOT1H, SIKUW JTa€ 3MOTY TMHAMIYHO 3MIHIOBATH
iXHIO CTPYKTYPY Y BIAMOBIIb Ha 3MiHY 30BHIIIHIX 1aHuX [23, 24]. I]e 3a0e3neuye iXHIO
PEJIEBAaHTHICTh Ta BIAMOBIAHICTh aKTyaJIbHUM 3HAHHSAM IPEJIMETHOT 00J1acTi.

MeTton OHTOJIOTIYHOI €BOJIIOIT [25] € mie OgHUM MiAXOAOM, IO Ja€ 3MOTY
OHTOJIOTISIM TTOCTYNMOBO MOJAM(IKYBaTH CBOI CTPYKTYPY Y BIJINOBiAbL HA 3MIHH Y
30BHIIIHBOMY CEpPEJOBHILl, BUKOPUCTOBYIOUM METOJIM ACAYKTUBHOTO aHANI3y Ta
MaITMHHOTO HaBYaHHSI.

OxpemMo BapTO BUAUTUTH METOJ] CEMAaHTHYHOTO 3iCTaBJICHHS, SKUU mependoadae
aHaI3 CEMAaHTUYHUX MOMIOHOCTEH MK KOHIIETITAMH PI3HHX JpKepen maHux [26, 27].
Ile mae 3Mory cdopMyBaTu €IWHY OHTOJIOTIYHY Oa3y 3HaHb, 3a0e3neuyroud i
BHYTPILIHIO HECYTIEPEUTIUBICTh Ta KOTEPEHTHICTb.

OaHuM 13 KIIOYOBHX acCIEKTIB € 3a0€3MEeUeHHs Y3TOJKEHOCTI OHTOJIOTTYHOI
MOJIEII, IO JTOCSATAETHCS MUITXOM BUKOPHUCTAHHS JIOTIYHOTO BUBEJECHHS Ta TIEPEBipKU
Y3TOJIPKEHOCTI 3a JIOTIOMOTOI0 pe30HePiB (reasoner), Takux sik Pellet [28], HermiT [29]
a6o FaCT++ [30]. IIpore TpamuiiiiiHi OHTOJOTII YacTO € CTAaTUYHHUMH, 110 OOMEKYy€E
iXHIO aAaNTUBHICTD JIO MIBUAKUX 3MiH Y peaJbHOMY CEpEOBHIIII.

OTxe, cydacHi miaxoau A0 GopMyBaHHS Ta OHOBJIEHHS OHTOJOTIYHUX MOAEIEH
0a3yloThCsl Ha METOJaX IHTerpailii, 30aradyeHHs, aBTOMATH30BaHOTO BHUJA00YBaHHS
3HaHb, aJANTHBHOTO OHOBJIEHHS T4 CEMAHTHYHOTO 3iCTABIEHHS. [XHE MOEIHAHHS Ja€
3MOTY CTBOPIOBATH THYYKi, y3TO/UKEHI Ta CaMOHABYaJIbHI OHTOJIOTIYHI CHUCTEMH,
31aTHI €()eKTUBHO aIallTYBaTUCS JI0 3MiH Y 30BHIIIHBOMY CE€PEIOBHIIII.

EdextuBHe kepyBaHHsS poeM OesmioTHuX mitTanbHux amnapartiB (brJIA) y
JTMHAMIYHO-3MIHIOBAHOMY CEPEJIOBHINI BHUMAra€ He JIMIIE TOYHOTO BIJIOOpakKeHHS
IPOCTOPOBHX KOOpJAMHAT, a W aHajJi3yBaHHSA NPHUXOBAHMX 3aKOHOMIpPHOCTEH Y
noctynHuX AaHuX. [Hpopmaris mpo 06’ ekTu cepemoBuIa Moxke OyTH HEITOBHOIO 200

HEHAJ1HOO, TOMY 1i MOTPIOHO CTPYKTYpPOBAHO OMNPAIbOBYBATH [JISi BUSBIICHHS
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BOXJIMBUX BIJIHOIIEHb Yy MeXax I1H(opmMaliiiHoro mpoctopy. BiamosigHo, mocrae
3aBlaHHs TOOYMOBM HaAlMHOTO 1HGOpMAIIHHOTO TMOMs, sKe 3albe3meuyBaTHMe
CUTYyal1iHy O013HAHICTh Ta CIIyTyBaTUME OCHOBOIO JIJIsl TPOLIECIB MPUHHSATTS PIIICHb
y KepyBaHH1 poeM briJIA.

s po3poOsieHHS OHTOJIOTIH, $KI BUKOpUCTOBYIOTH B MAC poro brnJIA
HEOOXi/THO TOMOBHIOBATH AaKTyaJbHUMH 3HAHHSIMH OHTOJIOTIi, BUKOPHCTOBYIOUU
30BHIIIHI OHJIAHOBI pecypcu. Cepel KOMIIOHEHTIB OHTOJOTIM — KOHIICMTIB,
BIJIHOIICHB, aKCIOM, TPABWJI, KOHIENTH € HAWBAXIMBIIIMMHU €JIEMEHTAMHU Tij dYac
KOHIIeNTyasi3alii gpoMmeHa. [HdopmariitHe mose (CJIOBHUK JOMEHY) HEOOXiaHEe s
JAETANBHIIIOrO OMPAIIOBAHHA Ta BUOOPY HAlBaroMilInX KOHIENTIB TOMEHY.

[adopmartiitie mose — 1€ KOHIIEMIS, KA OMUCYE CTPYKTYPY Ta OpraHi3aiiio
iH(opMmallii B MeBHOMY JOMEHI a00 KOHTEKCTi. BOHO oXoIuioe BCi JlaHi, TEPMiHH,
KOHIICTITH Ta BITHOIICHHS M)XK HUMH, SIKI BUKOPUCTOBYIOTBCS JIJISI OTIMCY KOHKPETHOTO
iH(popmMmariiiiHoro 06’ exTa.

3abe3reueHHs aJalTUBHOTO OHOBJICHHSI 3HaHb Y CUCTEMax KepyBaHHs posimu briJIA
norpedye po3poOICHHSI CEMaHTHYHHUX MOJIENICH, 30KpeMa OHTOJIOTIH, TaKCOHOMIM Ta
Te3aypyciB, 10 AAI0Th 3MOTY (hopMalti3yBaTy 3HAHHS PO CEPEIOBHIIE, HOTO TMHAMIKY Ta
3arpo3u. BaJmBUM acnieKTOM € METOJOJIOTISl CTPYKTYPYBaHHS 1H(POPMAIIIHHOTO O,
sIKa OXOILTFOE CUHTAKCUYHUM, CEMaHTHUYHUH 1 parMaTUYHUN PIBHI OpraHi3allii JaHuX Ta
iX 1HTerpaiio 3 OHTOJIOTIYHUMU MOJACTSAMH. TakuM YuHOM, MpodOsieMa TOoJsrae y
CTBOpPEHHI METOIB ()OPMYBAHHS Ta aIAIITUBHOTO 30ara4eHHs OHTOJIOTIYHMX MOJIEIeH Ha
OCHOBI 1H(OPMAITIHOTO TOJIs, 110 MiABUIIUTh €(PEKTUBHICTH KepyBaHHs poeM BriJIA B
YMOBAaxX HEBU3HAUYEHOCTI Ta 3MIHHOTO CEPEIOBHUIIIA.

Konuenuis crpykrypu o0'ekra iHpopmauniiiHOro moJus Ajasi po3poOKu
OHTOJIOTIL

EdextuBne xepyBanus poem bniJIA motpebye He nmiiie TOYHOTO BiIOOpaKEHHS
CepeIoBUINA, a i aHaIi3y MIPUXOBAHUX 3aKOHOMIPHOCTEH y NOCTynHIN iHQopMarii. Y
IIbOMY KOHTEKCTi KJIFOUOBY pPOJIb BiJlirpac HEsIBHE 3HAHHS, SIKE BIUIMBAE HA MPOIIECU
OpUMHATTA pilieHb. [HQopmaris npo 00'ekTH cepeloBUIla MOXe OyTH SK

0e3mocepeHbO JOCTYITHOO, TaK 1 HEMPSIMOIO, 110 BUMArae BiJIMOBIAHOTO OOPOOJICHHS
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JUISL BUSBJICHHSI 3HAUYIIUX BIJHOIICHb MK €JeMeHTaMH 1H(GOPMAIIHHOTO MPOCTOPY.
Haniiine indopmartiiine mosie cTa€ OCHOBOIO JJisi TOOYOBH OHTOJIOTIYHHUX MOJIETIEH,
3a0e3neyyrour NOCTiiHEe OHOBJICHHS 3HaHb BIAMOBITHO JI0 3MIiH Y CEPEOBHILIL.

[ndopmariiitne mnoje MoXKHaA pO3MISLAATH SIK CYKYHHICTH PECypCiB, IO
XapaKTepHU3yIOTh CTaH cepenoBuina poto briJIA. BoHo MicTUTB faHi pi3HOTO CTYIICHS
HAJIAHOCTI, MIPEJCTaBJICH]I B YMCIOBUX, TEKCTOBUX, ay/l10- Y BigeodopmaTax. Woro
CTPYKTypH3allis nependoayae BUOKPEMJICHHS T1/IITOJTiB 3a NIEBHUMU
XapaKTepUCTUKaMHU, 1110 ONITUMI3Y€ aHaMi3 1 IHTErpaIiio JaHUX Y CUCTEMY MPUHHATTS
pimeHb. Y KOHTEKCTI KepyBaHHS poeM briJIA KpUTHYHO BaXXITUBUMU € TPU ACTICKTH:
CUHTAKCUYHUN (CTPYKTypa Ta ¢opMaTyBaHHS MaHUX JJIsl OHTOJIOTIYHOI MOJEN),
CEMaHTUYHUHN (MOJENIOBaHHS BIAHOLIEHb MK 00'€KTaMH Ta MPOTHO3YBaHHSA 3MiH) 1
nparMaTUYHUN (OLIHIOBAaHHS aKTyaJbHOCTI Ta BIUIMBY 1H(dOpMaIi Ha MpoIecU
KepyBaHHs). BpaxoByroun AWMHAMIYHICTH CEpPEIOBUINA, OHOBIICHHS Ta aJalTHBHE
30aradyeHHs OHTOJIOT1M CIIPUSIE TIIBUIIICHHIO CUTYAIIHOT 0013HAHOCTI, Y3TOJIKEHOCTI
3HaHb y CUCTEMI Ta €(PEeKTUBHOCTI MPUUHSTTA PIlIEHb y pPEalbHOMY Yaci.

Ha pucynky 1 momano meTon po3poOiieHHS CTPYKTypu 1H(POPMAIIHHOTO MO
o0'ekTa, JeTaJbHINIE  METOJOJOTII0  PO3POOJEHHS  CTPYKTYPH  HaJIMHOTO
1HGOpMaIIHHOTO MOJIsI HaBeIeHO B HalIiil poOoTi [31].

[TortoBHEHHSI Ta OHOBJICHHSI OHTOJIOTIH 13 30BHIIIHIX BIIKPUTHX 1H(POpMAIITHUX
pecypciB — Iie Mmpolec, Mo 3ade3nedye pesieBaHTHICTh Ta IMOBHOTY OHTOJIOTIHN 1 €
HAJ3BUYAHO BAXKIWMBUM 3 OTJISAAYy Ha Taki KJIIOYOBI acmekTH, sik 1) niompumka
aKmyaibHoCcmi — CBIT TOCTIHHO 3MIHIOETBHCS, 3'SIBJISIOTHCS HOB1 3HAHHS, KOHIICMIIT,
TEXHOJIOT1i, @ OHTOJIOTIi, IKi HE OHOBIIOIOTHCS, IIBUIAKO 3aCTApPIBAIOTh 1 BTPAYAIOTh
CBOIO LIIHHICTh 1 OHOBJICHHS OHTOJIOTIT BiOOpa)ka€ OCTaHHI 3HAHHS MPO JIOMEH; 2)
po3uupents 3HaHb — 0a3u JJaHUX, IMyOiKallii, CIOBHUKH, CHIIMKJIOMEIli MICTSATh
BEJIMUE3HY KUIBKICTh 1H(OpMalii 1 1e Ja€ 3MOry PO3IIKUPUTH OHTOJOTIT HOBUMH
MOHSATTAMHU, 3B'sI3KaMH, dakTaMu; 3) noxkpawjenHs saxocmi OaHux — Pi3HI 30BHIIIHI
JDKepena MOXXKYTh HaJaBaTH Pi3HI TOYKH 30py HA OAWH 1 OH Ke JIOMEH, OJIHAK,
1HTEerpallisi JaHUX 3 PI3HUX JHKEPENl J1a€ 3MOTY BHUSIBUTH Ta BUIIPABUTU TIOMIJIKH,

HETOYHOCTI, CYNEepPEeYHOCTI, IO IMOKpAIlye SKICTh Ta JOCTOBIPHICTH OHTOJIOTIH; 4)
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3abe3neuenns inmeponepadeibHoCmi — BAKOPUCTAHHS CTaHAAPTHUX (PopMaTiB JaHUX,
takux Sk RDF, OWL, nae 3Mory iHTerpyBaTH OHTOJIOTIi 3 PI3HHUX JKEpes, IO
3abe3nedye iHTepornepadenbHICTh MK PI3HUMHU CHUCTEMaMHU Ta 3aCTOCYHKaMH, SKi
BUKOPUCTOBYIOTh OHTOJIOTIl; 5) niompumxa po36umky Wmy4HO20 IHMeENeKmy —
OHTOJIOTIi € BaXXIMBUM KOMIIOHEHTOM 0araThbOX CHCTEM INTYYHOTO IHTEJCKTY, a
aKTyaJibHI Ta MOBHI OHTOJIOTII J03BOJISIOTH CTBOPIOBATU OUIBIN €()EKTHUBHI CHCTEMH
00poOKM MPUPOHOT MOBH, MOIIYKY 1H(GOpMaIlli, BUBEICHHS BUCHOBKIB 1 II€ CIIPHUsIE
PO3BUTKY IITYYHOTO IHTEJNEKTY B IIIoMy Ta 0) asmomamusayis npoyecie —
BUKOPHUCTAHHS aBTOMAaTUYHUX METO/I1B BUI00yBaHHA 1H(pOpMaIlii Ta IHTerparii JaHux
naa€e 3MOry e(exTUBHO oOpoOisITH Beiauki oOcsru iHdopMmallii, a e 3MEHIIYyE
HEOOXIHICTh JIIOJCHKOTO BTPYYaHHS Ta MPHUCKOPIOE TPOIEC TOMOBHEHHS Ta

OHOBJICHHSI OHTOJIOT1M.

T /— /_.
/lnformation Object
Forming a
space search query FTopey 4
Property 2
Resource 1
Resource k
New property Property z
Resource 1 searching
Field 2 N
Resource | Reliable \
information
field
Expert
evaluation Subfield 1
Resource 1 =
I—V e ] Subfield 2
Resource m
/
Filtering previous |
fields Subfield s

Puc. 1. MeTtomoJiorisi po3po0/ieHHsI CTPYKTYPH iHdopManiiiHoro moJsi 00'exkra [31]

Takum 4MHOM, MONOBHEHHS Ta OHOBJIEHHS OHTOJIOTIM 3 30BHIIIHIX JKEPEN €
KPUTUYHO BaXJIMBUM ISl IXHBOTO YCIIIIHOTO BUKOPUCTAHHS B PI3HHUX Taily3sXx,

0COOJIMBO B KOHTEKCTI PO3BUTKY ILITYYHOTO 1HTENIEKTY.
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30arayeHHsi OHTOJIOTII 3 30BHINIHIX pecypciB JJIsl 3aCTOCOBYBAHHA B POi
bnJIA

JI1st OHOBIIEHHST pO3POOJICHOT OHTOJOTIT Ta 1i PO3IMMPEHHSI B YMOBaX JTUHAMIYHOTO
3MiHEHHS 1H(popMaIlli mpo 00'ekTH B cepenoBullli poro brJIA 3anmponoHOBaHO METO.
30araueHHst (hOpMaTLHUX OHTOJIOTIH [32] mpemmMeTHrX obnactel 13 1HhOPMAITIHHOTO OIS
30BHIIHIX pecypciB. Ha pucyHKy 2 mojaHO NPUHIIMIT METOAY 30aradeHHs OHTOJIOTII.
Jlaauit MeTo MICTUTD KIJIbKa KJIFOYOBHX €TAIIiB.

Eran 1. CtBopenHs mouatkoBoi Bepcii ontosnorii O/ Ta ii 30epexeHHs. Y pasi, K0
30BHIIIHIA pecypc MICTUTh CTPYKTYpPOBaHI JaHi, CyMICHI 3 OHToJiori€ero poro brJlA,
JOIUTFHO BUKOPUCTOBYBAaTH BW3HAUEHI IMEHA JUI KJaciB, BJIACTUBOCTEM Ta IHIIIMX
eneMeHTiB. MoJkHa J0NMy4aTH cHeuudiuHl A MpeAMeTHOI o01acTi KOHIENTH, SKi
B17J00paxkaroTh 0COOJIMBOCTI 1H(GOpMAITii, KpUTUYHOI 17151 PyHKIIIOHYBaHHS poro briJIA.

Hexaii onronoris O/ mae Take GopMyibHE TIOJITaHHS:

Ol ={C, A, R},

ne: C — MHOXMHA KoHnenTiB (knaciB) Ta C = {cy, ¢, ..., ¢u}, a ¢y = {Nc, Ac}, ne
Nc — Ha3Ba KOHIIENTY; Ac — MHOXHHA aTpUOyTIB KOHIENTY; A — MHOKHHA aTpUOyTiB
tad = {a; ay, ..., anl, aa, = {Na, T, V}, ne Na — Ha3Ba atpubyta, T — TUN JaHuX, }J —
3HAYCHHS aTpuOyTa; R — MHOXKMHA BITHOIIEHBb MK KOHIIENTaMu Ta R = {7, 1y, ..., i},
ar, = {Rt ci, cz}, 1€ Rt — TN BIAHOIIICHHS, C; Ta ¢, — KOHIENTU. Toal 1OTy4eHHIM
HOBOT'O KOHIIETITY 10 OHTOJIOTIT OVAEC: Cpew = {INCnew, Anews.

Etan 2. Po3miTka 30BHIIIHBOTO pecypcy, IO MICTHUTh CTPYKTYpOBaHI abo
HaIBCTPYKTYpOBaH1 JaHi, SIKI MOXYTb OyTH BHUKOPHUCTaH1 JUISI OHTOJIOTTYHOTO
MoemtoBaHHsA. Pecypcu MoxyTh oXoruiroBaT iH(popMaliiiHi 6a3u, CEHCOPHI Mepexi,
naHi 3 Biakputux APl abo iHII cXOBUIIA 3HAHB, IO MICTITh KPUTHYHI BIJOMOCTI JJISI
pobotu poro briJIA. @opmynbHe MOAAHHS ISl PO3MIUYE€HOPO 30BHIIIHBOTO pecypcey,
KU Oy/ie BUKOPUCTOBYBATHCS /ISl OHOBJICHHS OHTOJIOTIT Oye TaK1M:

Dexterna = {Cexternal; Aexternal, Rexternal} D
1€ Dexierna — 11€ MHOXKHHA, 10 MICTHTHh KOHIICNITH, aTpUOYTH Ta BiIHOIICHHS,

BHUJI00YTI 3 30BHINTHLOTO PECYPCY.
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Etan 1

CTBOpEHHSA
oHTonorii O1

Eran 2

PoamiTka pecypcy
iHopMm. nons

Incdbopmauivive none
pecypcis

LU

02

OHOBNEHHsA

pecypcy
iHpopMm. nonsa

M-

)

Etan 4
MonoBHEHHs
OHTOsOrii

iHdopmauieto
3 pecypcy

Puc. 2. MeTtoa 30arayeHHs OHTOJIOTIL

Eran 3. ABTOMaTuyHe OHOBJICHHS JaHUX y 1HPOPMAIIMHOMY MOJIi pecypciB Ta
MOHITOPUHT 3MiH. 3MIHM MOXYTh CTOCYBaTHUCS TIOSIBU HOBHUX OO €KTIB, 3MIHU
XapaKTEPHUCTHK BXKE BIJIOMUX €JIEMEHTIB a00 JI01aBaHHS HOBHUX BITHOIICHHh MI>K HUMHU.
Cucrema MOBHUHHA MEPIOJMYHO MEPEBIPIATH OHOBJICHHS 3 MEBHOIO YacTOTOMO, sKa
3aJIeKUTh BiJ IIBUIKOCTI 3MiH y CEpEIOBHILI, B koMY Mpaiftoe piit briiJIA. ®opmynbHe
MOJIaHHs JJIs JaHHX SK1 OyJIM J10/1aH1, 3MiHEeH1 a00 BUJaIeH1 Oy/ie TaKuM:

AD = Dexternalt+At - Dexternalt;

ne 4D Bu3Havae 3MiHU Y 30BHIIITHBOMY PECYPC1 MK JBOMAa MOMEHTaMH 4acy ¢ Ta
t+At.

Eran 4. OnoBnenns ontosiorii O/ no O2 nuisiXoM iHTerparlii TUIbKA THX HOBUX
JaHUX, SKI BIAMOBITAIOTH BCTAHOBJICHUM KputepisMm. lle macts 3mory 30epiratu
y3rOJIKEHICTh OHTOJIOTTYHOI MOJEINI Ta YHUKATH HAJIMIIKOBOI a00 HEpeIeBaHTHOT
iHpopmarii. Binbip 3miHCHIOETBCS 3a JIOMOMOTOI0 AHATITUYHUX METOMIB, SKi
BM3HAUYAIOTh BIANOBIIHICTh HOBHMX KOHIIETITIB 1 BIAHOUIEHb 3arajbHiil CTPYKTYypi
oHToJIOT11 poto briJIA. ®opMmynbHE ToAaHHs Jj1s1 OHTOJIOTIT O2 Oy/1e TaKUM:

02 =0l UADrelevant;
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T00T0 O2 € 00'€eqHAaHHSIM MOYAaTKOBOI OHTOJIOTIT (O] Ta pelIeBaHTHUX 3MIH
AD elevan: 3 30BHIIITHBOTO pecypey, ko Ac € AC, Aa € AA, Ar € AR B1ANOBIAAIOTH
CTPYKTYp1 OHTOJIOT1].

3anponoHOBaHUN METOJ Ja€ 3MOTY aJalTUBHO 30aradyyBaTd OHTOJIOTIIO 3
ypaxyBaHHAM TMOTOYHUX JAaHUX Ta JAUHAMIYHOTO OHOBJIEHHS 1HopMaIli, 110
KPUTUYHO BaXUIMBO JJisi €PeKTUBHOro (yHKIIOHYBaHHS poiB brJIA y cknaanux ta
3MIHHMX YMOBaxX eKcrutyaraiii. 30aradyeHHs OHTOJIOTIYHOI Mojeni 3abesneuye 1)
KOMNJIEKCHE MOOeNI08AHHS 3a2p03, OCKUIbKH HMIMPIINNA CIIEKTP 3arpo3 1 KOHTP3axo/liB
Ja€ 3MOTy OTpPUMAaTH TOBHIIIE€ PO3YyMIHHS TMOTEHIIIMHUX PU3UKIB 1 CTpaTerii ix
NOM'SIKIICHHSI; 2) MOKpAwjeHHs NPUtiHAmMms piudeHb, OCKUITIBKA OHTOJIOTIS MOXe
(dhopMyBaTH JIOT1YHI BUCHOBKH IPO CKJIJIHI CIIEHapli, Tal0Yu 3MOTY POIO MPUMMATH
OoOTpYyHTOBaHI PIIICHHS 1I0JI0 pearyBaHHs Ha 3arpo3W Ta PO3MOJUICHHS pecypciB; 3)
NOKpAWeH s cumyayiinoi 06i3Hanocmi, y TOMy YHUCII JeTalll PO Bpa3iMBl MIiCI
1H(]paCTPYyKTYpH Ta 3B’S30K 13 caMO0 1HPPACTPYKTYPOIO, KOJIU Piii OTPUMYE MOBHIIIIE
YSIBJICHHS [IPO CUTYaLIo.

PosrnsHemo mpukiam 3aBAaHHS MOHITOPHHTY 1HQPACTPYKTYpW Tl dYac
PUPOJIHOI KaTacTpodu (HANPHUKIIAA, TOBEHI a00 3eMJIETPYCY) 3a JOMIOMOTOI POEBOT
cuctemu bnJIA. BnJIA wmaioTe pi3HI TUNKM CEHCOPIB g 300py [aHUX, SKi
3a0€31euyoTh Oe3MepepBHE CIIOCTEPEIKEHHS Ta OIIHIOBAHHS CTaHy 1HOPACTPYKTYpH,
BUSBJICHHS] MOXJIMBUX 3arpo3 Ta pearyBaHHs Ha HUX. Y Tabnuus | HaBeeHo Pi3HUIIO
y miaHyBaHHI Aiii poio bnJIA Ha Te came 3aBmaHHS 3a HAABHOCTI JAaHHUX Ta
MO>KJIMBOCTEN TOYaTKOBOI OHTOJIOT1i (1 Ta 30aradeHoi oHToJorii O2.

Tabnuys 1

IopiBHsinHA pearyBaHHs poro bnJIA BukopucroBywuu onroJorii OI ta 02

His poro bnJIA OwnroJtoris O1 OwnroJoris 02
InenTudikaris C Infrastructure C _Infrastructure (criticalityLevel,
KPUTUYHOCTI (location, vulnerability, | securityFeatures, R _monitors),
1HppacTpyKTYypH R _monitors) C_GeographicArea (areaType, coordinates),
(C Infrastructure) R locatedIn
Mouirtopusr crany | C_ UAV (batteryLevel, | C UAV (batteryLevel, operationalRange,
iHDpacTpyKTypH operationalRange, payloadCapacity, R_monitors,
(C_Infrastructure) payloadCapacity, R _communicatesWith, R_hasMissionType),

R_monitors, C_Sensor (sensorType, accuracy),
R hasSensor)
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His poro bnJIA

OmnToJoria O1

OwnTroJgoria O2

R capturesData, C_Data (dataType,
timestamp)

BusiBnenns 3arpo3

C_Threat (severity,

C_Threat (severity, urgency, threatType,

Ta BJIACTUBOCTI
weatherConditions
kiacy C Environment.

(C_Threat) urgency, R _detects) impact, R _detects), C_NaturalDisaster
(disasterType, intensity), R causesThreat,
C BiologicalHazard (hazardType,
contaminationLevel)
OuiHtoBaHHS Ouintoe piBeHb 3arpo3u | OLiHIOE piBEHb 3arpo3H (severity) Ha OCHOBI
CEepHO3HOCTI 3arpo3u | (severity) Ha OCHOBI1 weatherConditions knacy C_Environment,
(C_Threat) nanux C_VisualCamera | piBHs Boau (BiacTuBicTh), ctany C_Dams,

noteHiiiaux C_Environmental Threat,
C NaturalDisaster ra C_BiologicalHazard,
BHKOpHCTOBYI0UM R causesThreat

PearyBaHHs Ha
3arposu

(R _respondsTo,
R _mitigates)

C_Countermeasure
(R _mitigates), [lepenae

JlaH1 MPO MOIIKOKCHHSI
PATYBAIILHUM CITYKOaM.

C_Countermeasure (R_mitigates), [lepenae
JIaH1 TIPO TMOIIKO/KEHHSI Ta PIBEHD 3arPO3H
PATYBAJIBHUM CITy>KO0aM, KOOpAUHYE Jii 3
inmumu C_UAV ns eBakyartii Jiroaeit Ta
JOCTaBKH JIOTIOMOT'H, BUKOPUCTOBYIOUH
BimHomeHHs1 R respondsTo ans C_Threat Ta
R mitigates st C_Countermeasure,
C_Evacuation (evacuationRoute,
numberOfPeople), R performsEvacuation

Businenns
MOIIKO[)KCHb
(C_Infrastructure)

Bussnse TTOIIKO/XKCHHA

C Bridge Ta
C_PowerPlant 3a
JIOTIOMOT' 00 CEHCOopa
C VisualCamera.

Bussnsie nomkomkenns C_Bridge,

C PowerPlant, C_CommunicationNetworks,
C_WaterTreatmentFacilities Ta C_Dams 3a
nonomororo cencopiB C_VisualCamera,

C ThermalCamera ta C LiDAR.

PearyBaHHs Ha
MOIIKO/PKEHHS
(C_Infrastructure)

[Tepenae nani mpo
MMOIIKOHKEHHS

PATYBAJIBHUM CITyXKOaM.

[lepenae naHi Mpo MOIIKOIKEHHS
PATYBAIBHUM CITY)KOaM, a TAKOX KOOPAUHYE
nii 3 inmmvu C_UAV ans 1ocTaBku
HEOOX1THUX MaTepianiB abo MPOBEACHHS
PEMOHTHHX POOIT, BAKOPUCTOBYIOUH
C_Material (material Type, quantity),

R requiresMaterial, R performsRepair

boJIA

(R_hasInteractionType)

MoHniTopuHT 306upae gaHi mpo 36upae gani mpo weatherConditions, piBeHb
€KOJIOT1YHOT weatherConditions. 3a0pyHEHHS BOAM Ta MOBITPsA (BIACTHBICTH), a
cuTyarii TaKOX BIJICTEKYE MOITUPEHHS
(C_Environment) C_Environmental Threat, BUKOprCTOBYI0UH
C_Pollution (pollutionType, concentration),
R monitorsPollution
Koopaunariist poro C UAV C UAV (R hasInteractionType,

R _hasMissionType), C_Task (taskType,
priority), R assignsTask

30arauenHs oHTojioriunoi moneni Ol mo O2 mpu BUKOPUCTaHHI 30BHIIIHIX
pecypciB aae 3Mory poto briJIA po3mmuputy CieKTp MOXKIUBOCTEN, OCKUTbKH O2 Mae
oinpme tuniB C_Infrastructure Ta C_Threat, mo nonmomarae poto brJIA orpumysatu

MOBHIIY KapTUHY CUTYaIlli; TiABUIIUTA TOYHICTh OIIHIOBAHHS 3arpo3, oCKUIbku 02
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BpaxoBye Ounblie (akTopiB, IO BIUIMBAIOTh HA PIBEHBb 3arpo3u (severity), TaKux sK
ctan C_Dams ta C_EnvironmentalThreat; mokpammuti xoopaunaunio aii, O2 nae
3Mory poto brnJIA He nummie 30upatv maHi, ajie ¥ KOOPAWHYBATH il 3 1HIIAMH
cUcTeMaMu Ta ciykOamu 3a gomomororo R communicatesWith mist epextuBHOTO
pearyBaHHS Ha KaTacTpo(y; 3abe3neunTtu epekTUBHIIIE pearyBaHHs, ocKiTbku O2 nae
3mory C_UAYV BukoHyBaTHu JA0JaTKOBI 3aBAaHHs, BUKOpUcTOBYtound R _respondsTo Ta
R mitigates, Taki sk eBaKkyarlis Jr0/Iei Ta 10CTaBKa JOMOMOTH.

VY Tabnuii 2 mogaHo mopiBHSHHS OHTONOTIH 6a30B0i O1 Ta posmmpenoi O2 3a
BU3HAYEHUMH TOKa3HUKAMH, a TaKOX €(PEeKTHUBHICTH poOoTu poro brJIA mim uac
BUKOpHCcTaHHA oHTOJOriT O1 Ta onTosorii O2.

Ha pucynka 3 Bunno, mo oHtojoris O2 nmae 3mory poto briJIA otpumyBatu
MOBHIIIY Ta TOYHINIY 1H(OpMAaIli0 MPO HABKOJMIIHE CEPEIOBUILE Ta TMOTEHIINHI
HeOe3MeKH, 3aBAIKH Maibke BBl OLIbININA KIIBKOCTI KJIaciB 1HGPACTPYKTYPH, TUIIIB

CEHCOPIB Ta 3arpo3, a TakoX (paKTOPIB OLIIHIOBAHHS 3arpo3.

Tabnuys 2
IopiBusinHA edekTBHOCTI OHTOJIOTI O1 Ta 02
1 O OHnroJiorist EdexTuBHicTh OHnroJiorist EdexTuBHicTh
01 pow bJIA (O1) 02 pow bJIA (02)
KinbkicTs knacis 5 0.36 14 0.65
1HPPACTPYKTYpH
KinpkicTs TUMIB 3 0.28 7 0.55
CEHCOpIB
KinpkicTh THHIB 3arpo3 | 13 0.61 21 0.80
Kinbkicts dakropiB 8 0.43 16 0.75
OIIIHIOBAHHS 3arpo3
MOoXIHUBICTh 0 0.14 1 0.90
KOOpJMHAIIIT eBaKyaiii
MOoXIHUBICTh 0 0.11 3 0.85
KOOPJAMHAIIT pEMOHTY
Kinpkicts mapamerpiB | 6 0.58 11 0.82
€KO-MOHITOPUHTY
MOoXIHBICTh 1 0.73 1 0.88
PO3MOIiTY 3aBJIaHb
Mmix brJIA
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MNopiBHAHHA 3HayeHb oHToNOrin O1 Ta 02

B OxTonoris Ol
B OHTOnOrif 02

20.0 1

17.5 A

15.0 A

12.5 A

10.0 A

3HayeHHs

7.5 A

5.0 |

2.5 A

0.0 -

Puc. 3. I'pagik nopiBassaas onroJiorii O1 ta 02

Ha pucynky 4 Takoxx BUAHO, 110 edeKTuBHICTh poto brJIA mijx yac BUKOpHCTaHHSA
oHtoJiorii O2 3Ha4yHO BHIIA, HK 111 oHTOsorli O1. Ile maTBepaKye, 110 OHTOJIOT1SA

02 3abesneuye edexTUBHILIE BUKOpUCTaHHS poro BnJIA nns pearyBaHHsA Ha pi3HI

CHUTYyaIlll.
MNopiBHAHHA e(heKTUBHOCTI poto BnJIA 3 oHTonorisMmn O1 Ta 02

0.9 —e— EdpekTuBHICTL poto BNJIA (01)
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Otxe, 30aradyeHHs OHTOJIOTIYHMX MOJIeJIed 30BHIIIHIMH peCypcaMH 3HAYHO
M1BUILYE SKICTh IIaHyBaHHs Miciit BiiJIA y MynpTHareHTHuUX cucreMax, 103BOJISI0UYH
3MIACHIOBATH OLIbII TOYHE, €(DEKTHBHE Ta aJaNTHUBHE YNPABIIHHSI POSMU B YMOBaX
JUHAMIYHOTO CEPEOBHUILA.

BucnoBku. CemMaHTH4YHI MOJEN € TOTYXHHM I1HCTPYMEHTOM Il PO3BUTKY
iHTeNneKkTyalbHuX cucteM poro BIIJIA. BoHu naroTh 3MOry JeleHTpaTi30BaHUM
cuctemaM brJIA po3ymiTH Ta IHTEPHPETYBAaTH HABKOJIMILHE CEPENOBHILE, L0 €
KPUTUYHO BXJIMBUM JJIs1 0aratboX 3aB/laHb TaKHUX SIK HaBiraiis Ta kaprorpadyBaHHs,
YHUKHEHHS NEPEIIKOJ] Ta MPUMHATTSA pIlIEHb B CKJIAJHUX yMOBAaX, BHUSBIICHHS Ta
po3mizHaBaHHs OO0'€KTIB, PO3YMIHHS KOHTEKCTY CHUTyalii Ta HPUUHATTS PILIEHB,
OLIIHKA PU3UKIB, 0OPOOJIEHHS Ta IHTEpHpeTalis JaHuX 3 JaTYUKIB, KOMYHIKAIls Ta
CHiBIparlll, KoopauHarii a1 poro briJIA.

Pesynbratu goCHimKeHHS MIATBEP/UKYIOTh, IO BUKOPHUCTAHHS OHTOJOTIYHHX
Mojenel, 30aradeHuX 3O0BHINIHIMU pecypcamu, € e(PEKTUBHUM IIIXOJO0M JIs
IHTEJIEKTYyaIbHOTO TUTaHyBaHHS Miciil poto briJIA. 3anpononoBanuil METOAOIOTIHHUN
MiIX11 0 OHOBJICHHSI OHTOJIOTIN 4epe3 iHpOopMalliitHe moje 1ae 3MOory 3a0e3neYnTH
aKTyaJli3alilo 3HaHb PO CEPEAOBUIIE Ta 3arpo3H, L0 CHpPHUSA€E MIABUILIECHHIO PIBHSA
CUTyaliiHOi O0OI3HAHOCTI Ta AaBTOHOMHOCTI pOI0. AHami3 MOPIBHSJIBHUX
EKCIIEPUMEHTIB MDK 0a30BOI0 Ta PO3IIMPEHOIO OHTOJIOTISIMU IOKa3aB, IO Pid 13
PO3IIMPEHOI0 OHTOJIOTIEKD JIEMOHCTPYE Kpally KOOpPAMHALII, 3JaTHICTh 10
CBOEYACHOTO BUSIBJICHHSI 3arpo3 1 THYUYKICTh y MPUUHATTI pimenb. Lle miarBepmxye
JOULIBHICTh BUKOPUCTaHHS  OHTOJIOTIYHMX MOJENEeH i CTPYKTYypOBaHOTO
Npe/ICTaBiICHHS 3HaHb Y MYJIbTHareHTHUX cucreMax brnJIA Ta oO0rpyHTOBYE
HEOOXIHICTh X TMOJAJIBUIOTO YJOCKOHAJEHHsS, 30KpeMa IIISXOM IHTerpaii
aBTOMATU30BAHUX MEXaH13MiB BUJ0O0YBaHHSI 3HAHb.

[Tomanbiii 1OCTIKEHHS MOKYTh OyTH 30CEpEKeHI Ha BIIOCKOHAICHHI METO/IIB
CEMaHTUYHOIO Y3rOJKEHHS Ta aJalTHBHOIO OHOBJIEHHS OHTOJIOTIM Yy peXuMI
peasibHOTO yacy. IlepcrieKTUBHUM HampsiMOM € pO3pOOJIEHHSI MEXaHI3MiB IIITMOOKOTO
HABYaHHS JJI aBTOMAaTUYHOTO aHaJl13yBaHHS HOBUX JDKEPEN JAHUX 1 BKJIIOUEHHS iX Yy

OHTOJIOT1YH1 MOJieJIl 6€3 BTpaTh KOrepeHTHOCTI cucTeMu. KpiMm Toro, BapTo J10CTiAUTH
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MOXKJIMBOCTI 1HTErparii pO3IIUPEHUX OHTOJOTIYHMX MOJCICH 13 TEXHOJIOTIIMHU
PO3MOJIIEHOr0 OOYHMCIEHHS, IO JacTh 3MOTYy MacliTadyBaTH iX 3aCTOCYBaHHS y
BenuKkuX posix brJIA. Otpumani pe3yiabTaTi MOXYTh CTaTH OCHOBOIO JJISI CTBOPECHHSI
FHYYKHX 1 CaMOHaBUYalbHUX cucTeM kepyBaHHs brnJIA, edekTUBHUX y AMHAMIYHUX
CEpeIOBHILAX.
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Abstract. The international experience of recent wars shows that modern warfare
is characterised by high intensity and dynamics. This causes significant flows of
information, the processing of which and rapid decision-making require considerable
effort and time, as a large number of variable factors must be taken into account. Rapid
changes in the situation on the battlefield require not only prompt but also proactive
response and forecasting of possible scenarios. At the same time, the human factor and
the difficulty of making quick and effective decisions can significantly affect the course
of hostilities. In such circumstances, the introduction of artificial intelligence
algorithms helps to solve complex and potentially dangerous tasks and increases the
effectiveness of the use of weapons. Technological innovations combined with
artificial intelligence are becoming a key success factor in modern warfare. Therefore,
research aimed at their development is extremely important.

Keywords: artificial intelligence, war, cybersecurity, data set, defence.

Beryn. IItyunuii iatemekt (mami - IIII) Bce wacTiie BHKOPUCTOBYETHCS Yy
BIMCHKOBIHM cepi s MiABUIIECHHS €()eKTUBHOCTI Ta TOYHOCTI BIMCHKOBHUX OTEparliu,
IIPOTHO3HOTO aHaJI3y Ta JIOTICTUKHU. 3JIaTHICTh OOpPOOJIATH BEIMKI OOCATH JAaHUX Y
pealbHOMY 4aci 1 HaBYaTHCsS aBTOHOMHO, poOuTsh LI moTy>kHUM noTeHmianom y cdepi
000pOHM 1 HallIOHAJILHOI O€3MEeKH.

OpHak HOro BUKOPUCTAHHS TaKOX MiAHIMA€E 3HAUHI €TUYH1 Ta IPaBOB1 MpodieMH,
Taki SIK MPO30PICTh Y MPHUMHATTI PIIICHb 1 BIANOBIJANBHICTh y pa3i MOMUIIOK abo
CYIyTHBOI IITKO/H.

Jlesiki UMBUIBHI TEXHOJOTIYHI KOMIaHii, 30KpeMa BHpPOOHUKH TOBapiB
000pPOHHOTO MPHU3HAYCHHS, 0€pPyTh aKTUBHY y4acTh y po3pooiii BiickkoBoro 11, xoua
ICHYIOTh TOOOIOBaHHS, 110 BIChKOBI cucTeMu LI MOKyTh BUSSBUTHCS BPA3JIMBUMHU JI0
aTak 1 BTpy4aHHs a00 CIPUYMHUTH BUTIAIKOBY IITIKOY Y BEIMKUX MaciTabax. € Takox
MUTaHHS 1010 BIAMOBIAILHOCTI Ta MPO30POCTI B YMOBaX HUHIIIHBOI T'€OMOTITUYHOT
HecTabiIpbHOCTI, ocoOmmBo skmo BpaxyBath, 1o CIIIA, Kwuraii, pocis, IpaH,
Typeuunna Tta I3painb, cepen 1HIIMX KpaiH, OYOMOKOTH po3pooky I mis

IIIMUPOKOMACIITA0OHUX BIMCHKOBHUX OIEpaliii.
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[Torenmian IIII BilicbKOBOrO MNpHU3HAYEHHS BEIWYE3HMM 1 PI3HOMAaHITHUH,
BaYXJIMBICTH SIKOTO MOJISITA€ B 3[aTHOCTI aHANI3YBAaTH BEJIHKI 0OCITU NaHUX 13 PI3HUX
JDKEpedl, TAKKUX SIK CYyITyTHUKOBI 3HIMKH, CUTHAJTU PO3B1JIKH, 3aCO0H 3B'S3KY 1 COIlIAJIbHI
Mepexl, 11 BUSBJICHHS 3aKOHOMIPHOCTEH 1 TEHACHIIIN, SIK1 MOXKYTh MaTH BITHOIIICHHS
70 HalioHanbHOI Oe3meku. 3aBASKd WLIA 30aTHOCTI 1AeHTH(IKalis Iijgeld Ha
300pakK€HHSIX 1 BiJIe03aMucax CIIOCTEPEKEHHS HaJla€ KPUTUYHO BAXIMBY 1H(HOpMAIIiI0
Ha 110J11 0010.

e miaBomuth no BukopuctanHs LI B cucremax 030po€eHHS 1 aBTOHOMHHX
TPAHCIIOPTHUX 3aco0ax, TaKUX SIK JPOHH, HA3e€MHI TPAHCIOPTHI 3aCO0M 1 CUCTEMH
NPOTUIIOBITPSAHOT OOOPOHHU, /1€ BTPYUYAHHS JIFOJIUHU € MIHIMAJIbHUM.

AHaJi3 JiTepaTypH Ta NOCTAHOBKA NPodaeMHu. MeTor0 JaHOTO JOCTIIKEHHS €
BHUBUYCHHS TEpeBar 1 BUKJIMKIB BUKOPUCTAHHS IITYYHOTO IHTENEKTY Yy BIACHKOBHUX
omepaiisix 1 00OpoHHUX cucTeMax. I3 1i€er0 MeTo cHOpPMYIbOBAHO MHTAHHSA
JOCIIDKeHHS: SIK1 OCHOBHI MepeBard Ta €TUYHI MpoOJIeMH TOB'SA3aHl 3 1HTETPAIEr0
MO>KJIMBOCTEH IITYYHOTO 1HTENEKTY Yy BIMCbKOBY cepy? MeToaooris oCHiKEHHS
MOJIATA€ B TPYHTOBHOMY OTJISIA1 ICHYFOUMX HayKOBUX AOCIIIXKEHB 11010 3aCTOCYBAHHS
MITYYHOT'O 1HTEJIEKTY Y BINCHKOBOMY KOHTEKCTI.

BrpoBamxkennss mryunoro iHtenekry (IIII) y BilickkoBy cdepy € mpemmeTom
YHUCJICHHUX JIOCHI/DKEHb K BITUYM3HSHUX, TaK 1 3apyODKHUX BueHuX. L1 mocmimpkeHHs
OXOIUTIOIOTH Pi3Hi acniekTH 3actocyBanHs LI, Bij eBOIOIT TEXHOJIOTIH 10 PAKTUYHOTO
BUKOpHUCTaHHS B OoioBuX ymoBax. Y crarrsax [1,2] mocmimkeHo esomorito Il Ta
MpoaHaII30BaHO OaueHHsI 110,10 po3BUTKY TexHosorii L. ABTopu BinzHa4aroTh, 1110 LI
MPOXOUTH IIBUIKUN PO3BUTOK, 1 HOr0 BIPOBAKEHHS Y BIHCHKOBY chepy MOKe 3HAYHO
MiBANATH €EKTUBHICTh OOMOBHX Aiid. B iHmomy mocmimpkeHHi [3] BUBYEHO TOCBIT
I3painto, CILIA 3 Bukopuctanns LI i yac BificbKOBUX J1i¥i Ta y IIUBLUIBHIN cdepi. ABTOpU
M1IKPECITIOI0TH, 110 [3painb aktuBHO iHTErpye LI B cBOi 000pOHHI CUCTEMH, IO TO3BOJISE
IIBUJIKO aHATI3YBaTH BEJIMKI OOCSTH JTJAaHUX 1 MPpUMATH ONIEpaTUBHI PillIEHHs Ha TOJI1 OOFO.
HNocmimxenns [4] posrismae ocoOmuBocTi 3actocyBanHsi LI y cdepi BiichkoBOi
norictuku. Buxopucranns LI B noricTuyHmx cuctemMax MoXke ONTHUMI3yBaTH OCTA4aHH,

3MEHIIIMTUA BUTPATH Ta MIJBUIIMTH ONEPATUBHICTh 3a0€3MeUeHHS BIMCHKOBUX ITIPO3LIIB
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HEOOXITHUMH pecypcamu. Y poOoTi [5] BimzHadeHo, 1m0 (iHaHCIOBE 3a0e3nedeHHs
BrpoBakeHHs 111 Ta poGoTOTeXHIKK BiiiCHKOBOTO MPU3HAYEHHSI JJO3BOJISIFOTH 3MEHIIIUTH
PYBUKY JUIs KUTTS Jiroeid. Lle minBuiiye Oe3nexy BIHCHKOBOCITY>KOOBIIIB Ta €()eKTHBHICTh
BUKOHAHHsI OOMOBMX 3aBlaHb. Y poOoTi [6] aHAM3yeThCs BUKOPUCTAHHS IUTYYHOTO
iaTenekry (I1II), sskuit MpUHOCKTH 3HAYHI TIEPEBArd, ajie TAKOXK CTBOPIOE HOBI 3arpo3u B
PI3HUX ramy3sx, 0COOJIMBO B KOHTEKCTI iHGOpMaIliitHO1 Oe3neKku Ta kibepoesneku. ABTopu
1IKPECITIOI0Th HEOOX1THICTh PO3POOKH 3aXO/IB ISl 3aXMCTY Bl MOTEHIIMHUX 3arpos,
TOB's13aHUX 3 BUKOpUcTaHHsAM LI

i mocmimkeHHs MiAKpeCIoTh BaxuBicTh 1HTerpaiii LI y BiiickkoBy chepy
JUTSL TIABUIIEHHS €(PEKTUBHOCTI Ta OE3MEeKH, a TaKOX HEOOXIiIHICTh BpaxyBaHHS
MOTEHITIHHUX PU3HKIB Ta 3arpo3, MOB'I3aHUX 3 HOTO BUKOPHUCTAHHSM.

PesyabraTtu. IITyyHuil 1HTENEKT BIMCHKOBOTO NMPU3HAYECHHS BITHOCHUTBHCS 0
cuctem LI, skt po3poOIEHO 1 BUKOPUCTOBYETHCS BUKIIOYHO I BIHNCHKOBUX 1
o0oponHux 3actrocyBanb [1]. Haumii Il nmpusnaueHo ass 3a10BOJEHHS CYBOPHX
BUMOT 1 BHKJIMKIB, TOB'S3aHUX 13 BIMCHKOBHM CcepenoBUIeM [2], J€ BIHCHKOBI
MparHyTh OTPUMATH BHUPIMIAIBHY TEpeBary Haja MOTEHIIWHUMU CYMpPOTUBHUKAMHU.
Hageneno xapakrepuctuku uporo tumy [I1:

- Minnicts 1 HamiiHicTs. LI po3pobnenuit Tak, mo0 mpaioBaTd HaIIAHO 1
BUTPUMYBATH CYBOpi yMOBU. BiH Mae QPyHKIIIOHYBaTH B pI3HOMaHITHUX CEPEIOBUIIIAX
1 yMOBax, 30KpeMa, B YMOBaX EKCTpeMaJbHOro 3acTtocyBaHHs. lle o3Hauae, mio
HEOOX1/THO JISITH Y BOPOKOMY CEPEIOBUIIII 1 MPOTUCTOSTH (H13HUHUM MOIIKOKEHHSIM,
HaIpUKIJIaA, y 30HI OOWMOBHMX i, 1 30epiraTd CBOIO (DYHKIIIOHAJIBHICTh HaBITh 3a
HAsIBHOCTI Mepentkoa ado kideparax [3].

- OOuucmioBanpHa 1OTyXKHICTh. LI po3pobnenuit 3  mepenoBuMU
O0OYHUCITIOBAIbBHUMH MOKJIMBOCTSIMU 7151 3a0€3MeUEeHHsI HAJIEKHOI 0OpOOKU BEIMKHUX
oOcsriB naHux. BiH Moke BHUKOHYBAaTH CKJIaJHI 3aBJaHHS 3 aHali3y Ta oOpoOKu
iHopmarii mBuako Ta edextuBHO. lle o3Hauvae, mo Horo auzaiH 1 po3poOka B
0araThboX BUMAJKaX € 1HIUBIAYaJTbHUMHU.

- ABTOHOMHICTh. O30pO€HHS Ta BIMCHKOBA TEXHIKA, a TaKOXX MPOTPAMHE

3a0€3MeUeHHs], SIKE BUKOPUCTOBYETHCS Y BOEHHHMX ONEpAIlisiX, MOTPEOYyIOTh CUCTEM
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IITYYHOT'O 1HTEJIEKTY, 1[0 MOXYTh MpAIfOBaTH AaBTOHOMHO, 0€3 HEOOX1JHOCTI
MOCTIHOTO Harsay 3 Ooky mtonunaH. [{e cTocyeThesl TakKMX 3aBlaHb, SIK HaBiraris
0e3nuIoTHMKAa Ha TOJi OO0, BUSBIEHHS 1 BIACTEXKEHHS IUIed abo ympaBiliHHA
JIOTICTUKOIO 1 JIAHLIOTaMH MOCTABOK.

- ApantuBHicTth. I gyxe nmerxko aganTyeThCs 1 MOXKE MPUCTOCOBYBATHCS JI0
PI3HUX CUTYaIlil 1 MIHJIMBUX CIIEHapliB Ha 1ot 0010.

- Ilpuitasarts pimenb. CuctemMa IITYYHOTO IHTENEKTY, B OUIBIIOCTI MaroTh
NpUMAaTH PIIICHHS B PEKUMI PEaIbHOTO Yacy Yepe3 MIHIUBY IUHaMIKY iH(popmarrii.
[le BuMarae BIOCKOHAJICHUX AJITOPUTMIB 1 BUCOKOIPOIYKTUBHUX OOUYMCITIOBAILHUX
IIOTY>KHOCTEM.

- besneka Ta koHpIAEHIIIHICTD. 3 OTISAY Ha YyTIUBUI XapakTep CBOIX 3aB/IaHb,
cuctemu LI BiiicbKOBOTO MpH3HAYEHHS! MAIOTh BIAMOBIAATH KOPCTKUM CTaHAApTaMm
6e3neku 1 KoH(piAeHiHOCTI. Lle BKitouae mudpyBaHHs, 3aXUIIeH] KaHaJIH 3B'SI3KY 1
3aXO0JIU JJIsI 3a1100IraHHs BTpYyYaHHIO a00 HECaHKIIIOHOBaHOMY ocTyny. KoHCTpyKItis
4iniB Mae OyTH CTIHKOIO 70 KidepaTak, MOMIKOJKEHHs NaHuX, 3001B 00JaJHAaHHS Ta
HIIMX 3arpo3, OCKIJILKK BOHU OYIyTh BUKOPHCTOBYBATHCS y BIMCHKOBUX OTEpallisaXx 13
BHUCOKHUM CTYIIEHEM PHU3UKY.

- Etnuni mipkyBannsa. Cuctemu I moBuHHI OyTH po3po0IieHI TaKUM YHHOM,
o0 TMOBaXaTH MIKHAPOJHE MPaBO 1 MIHIMI3YyBaTH PU3UK 3aMOIISTHHS IIKOIU
IIMBUILHOMY HaceJeHHIO [4].

- JlroguHo-mammuHa B3aemogmisi: IIII moke mparmroBath aBTOHOMHO abo0 y
CHiBIpall 3 JoabMHU-oniepaTopaMu. JIrOAMHO-MallIMHHA B3a€EMOJIISI MAa€ BaKIIMBE
3HAYeHHS y BIMCHKOBOMY CEpEOBHILI, /i€ ONEpaTOpH MOXKYTh 3aCTOCOBYBATHCS
mosknuBocTi I nnst oOpoOku Ta aHamizy JaHUX 3 METOI0 MIATPUMKH MPUHHATTS
oOrpyHnroBanux pimiess. Ille oqna oco6nuBicTs ganoro tumy LI nonsirae B Tomy, 1o
BiH 3a3BHYail Ma€ IOCTYN A0 BEIMYE3HMX MACHUBIB JAHUX JJI1 HABYAHHS, BKIIOYAIOUH
BIMCHKOBY PO3BIJKY, JIaHI CIIOCTEpEKEHHS, 1HGOPMAIIII0 3 KOH(IIIKTIB 1 BINCHKOBUX
irop, IO JO3BOJISIE HABYATHCS HaOararo MBUAIIE 1 JOCSIraTH BUIIMX PIBHIB
edpextuBHOCTI. 11106 11€ CTamo MOXIMBUM, HEOOX1AHI EPEOB1 TEXHOJIOTII IITYYHOTO

IHTENIeKTYy, $KI BHUXOAATh 3a paMKH KOMEPIIMHO JoCcTymHuX. Jleaki 3 Hux
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PO3pOOJISIFOTHCS KOMIAHISIMU 1 BIMCBKOBUMHU MIAPSITHUKAMHU, 110 CIEI1ali3yI0ThCs Ha
I, yui cnenudivni mpaBuia 1 MOJITUKA OPIEHTOBAHI HAa 3aCTOCYBAaHHS, MOB'S3aHI 3
000POHOIO 1 HAITIOHATHHOKO OE3MEKOI0.

TexHoJor11, Mo€eHAHI 31 IITYYHUM 1HTEJIEKTOM, MPEJICTABISAIOTH BIACHI PO3POOKH
Ta BUKJIWKH, SIK, HaPUKIAJ, y BUMAIKYy 3 MIKpOCXEMaMHU MITYYHOTO IHTEJEKTY,
Creliai30BaHUMU TS PI3HUX (PYHKIIN y 30pOMHHUX crilax 1 ciry:x0ax Oesreku [5, 6].
Hanpuknan, I anst noMiHnyBaHHsST B MOBITPI Ta 0OOPOHU BUKOPUCTOBYE CHCTEMHU
TEXHIYHOTO 30py Ta MAIIMHHE HABYAHHA [T 11eHTU(IKAII] Ta BIACTEKEHHS IUIeH. Y
BUIAJKYy 3 aBTOHOMI3AIl€I0 TPAHCIOPTHUX 3ac00iB 30CEPEKYEThCA Ha HaBirarii,
CHPUNUHATTI, MPUAHATTI PILICHb TOIIO.

Ha cBitoBoMy 0e3mekoBOMY piBHI 3ampoBaJKEHO KiJbKa MPHUKJIaAIB 30poi 31
IITYYHUM 1HTEIEKTOM, SIK1 B)K€ BUKOPUCTOBYIOTHCS:

- Harpy - I3painbchkuii Oe3miIOTHUK-Kamikamze, skuii BukopuctoBye LT s
ABTOHOMHOI'O TIOIIYKY 1 3HHUIIEHHS PaJloJIOKAIlIHHUX BUIIPOMIHIOBAYIB 1 CHUCTEM
MPOTUIIOBITPSHOT OOOPOHHU.

- SGR-A1 - e miBIeHHOKOpEHChKa aBTOMAaTHU30BaHA pOOOTH30BaHa TypejbHa
rapMara BUPOOHUITBA Samsung, sKa BUKOPUCTOBYE IUTYYHHM 1HTENEKT IS
BUSIBJICHHS JIFOJICBKMX IIUJIEH 1 aTakye iX BOTHEMaJIbHOIO 30po€ro 0e3 BTpydaHHS
mroauHU. BoHa po3ropHyTa B3J10BXK KOPEHCHKOT AEM1TITApU30BaHOT 30HHU.

- Sky Warrior/Predator XP - amepukaHCbKUW O€3MUIOTHUK Ha 0a3l MITY4YHOTO
IHTEJIEKTY 3 MOKPAIICHOI0 aBTOMAaTH3allI€l0 Ta aBTOHOMHICTIO. Llei 6e3minoTHIK MOske
3MIIICHIOBATU aTaku 0€3 HaIJIS1y JIIOAUHU. BUKOPUCTOBY€ETHCS sl LLIECTIPSIMOBAaHUX
aTak Ha BOKJIMBI 00'€KTH.

- Mantis - ne miJOTOBAaHUM KyJleMET 31 IUTYYHUM IHTEIEKTOM, pPO3pOOJIeHUI
aMmepukaHcbkoro komnaHiero SparkCognition. BiH BUKOPUCTOBYE KOMITHOTEPHUN 31p
JUTSI aBTOMATUYHOTO BUSIBJIICHHS Ta BiJICTEKEHHS JIFOACHKUX ITIJICH 1 HABEICHHS HAa HUX
0e3 py4yHOr0o KOpUT'yBaHHS.

- A10-AJ - ne lII-monepHizarltis, po3podiieHa koMianiero Boeing s iCHYHO4YHX

mrypmoBukiB A10 Warthog. Bin BukopructoBye KoMI'toTepHuU# 3ip A 11eHTUdIKaLii
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iJIed mBUAIIE, HIK JtoauHA. J[03BOJII€ MIJoTaM CIPABIISITUCS 3 OUIBIIOK KUIBKICTIO
3arpo3 3a MEHIIMi yac. Ase ajs 3amycKy 30poi Mae OyTH JIt0IMHA-OIIEepaTop.

- Informant V2 - cucrema po3mi3HaBaHHA WIEH 31 HITYYHUM I1HTEJIEKTOM,
po3pobsieHa kommnaHiero BAE Systems. Bona mokinkana J0MOMOTTH BiCHKOBUM
imeHTHGIKYBaTH TOTEHIIWHI 3arpo3d Ta 30CEPEAUTH yBary Ha TOMY, IO Ma€
HaWO1IbIIIe 3HAaYeHHSI B 00OMOBUX CUTYaIlIsIX.

- LOCUST - cuctema, 110 CKJIaIa€ThCA 3 POIO JPOHIB 31 IITYYHUM 1HTEJIEKTOM,
aKy po3poounu B CIIA. Piit qpoHiB MOXe aBTOHOMHO BHSIBJIATU Ta 1A€HTU(]IKYyBaTH
I11J11, @ TOTIM KOOPJIMHYBATH aTaKy 3 MiHIMAJIbHUM BTpy4YaHHsIM JitoauHu [21]. [ToaioHi
1HIIIaTUBY PO3BUBAIOTH U 1HII KpPaAiHU.

- XQ-58A Valkyrie - TakTHYHII1 aBTOHOMHUH JIITaK KJIacy «IOBITPS-TIOBITPS 1
«TOBITPs-3eMIIs», sikuit mpaitroe 3 LI ayst mpoBeneHHs pizHuX onepaitiid. Lle nmeprmit
MOBHICTIO pOOOYHHA JTITAK IIOCTOTO TIOKOJIIHHS.

- Paketn - kinmbka KpaiH po3poOJISIOTH PaKeTH 31 IITYYHHM I1HTEIEKTOM, SKi
MOXKYTh AaBTOHOMHO 1J€HTH(IKyBaTH 1 BIACTEXKYyBaTh pyxomi LuI. Bxirouaroun
aMepuKaHCbKUH pii MikpoapoHiB Perdix 1 kuraliceki paketu DR-8.

- Tanku - Hagaep:kaBu HOCHKYIOTH BUKopucTaHHs LI gis ynpaBmiHHS
TaHKaMU 3 OUIBIIOI0 aBTOHOMIEIO, IO BKJIIOYA€ ABTOMATHYHE BUSBJICHHS IIUICH,
HaBITAIIIIO 110 PI3HUX TUIAX MICIEBOCTI 1 BUOIP ONTUMAJIBLHUX MapIIPYTIB.

- IlinBogui woBHu - LI 1 aBTOMaTM3aIis MOCTIHKYHOTHCS IJIs ITABOJTHHUX
oreparliii Jyisi BUPIMICHHS CKJIAHUX 3aBllaHb, TAKWX SIK aHATI3 JaHUX 13 JATYHKIB,
yOpaBiHHSI OOMOBUMHM CHCTEMaMH 1 OIlIHKa 3arpo3. Lls TexHosoris Mae Ha MeTi
3MEHIIUTH YUCEIbHICTh HEOOX1THOTO EKIMaXxy 1 MiJBUIIUTU CTYMIHb aBTOHOMHOCTI.

Ha cporonni, icHye nepumuii aBToHOMHUI miaBogHuii yoBeH, XLUUV (Orca)
kommnaHnii Boeing, sxuii moeaHye B coO1 111 XapaKTEPUCTUKH.

- Kopabmi - 6e3minoTHi Kopadui 31 MITyYHUM 1HTEIEKTOM PO3POOISIOTHCS NS
TaKUX MICIH, sIK pO3BiJIKa, BUSBJICHHs MiH 1 aTaku. [Ipukiagamu nporo € kopadii BMC

CHIA Sea Hunter 1 Sea Hawk, a Takoxx HopBe3bkuii 6e3niiotHuk Black Hornet.
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- ApTUIEPINCHKI CUCTEMH - JICSIKI apTHIIEPIMChKI TapMaTH MOEIHAH] 31 IITYYHUM
1HTEJICKTOM 1 aBTOMAaTH3AITIEI0 HABEJIEHHS, 110 JI03BOJISIE TM BUSIBIISITH, KI1acU(IKyBaTH
1 Bpa)kaTu pyXoMi 11111 3a J14€HI CEeKYHIH, a HE XBUJIMHH.

- Roadrunner - aBTOHOMHWMI JTiTaTBHMIA arapaT 6araTopazoBOro BUKOPUCTAHHS 3
BepPTHKAILHUM 37160TOM i mocaaxoro (VTOL). Horo ¢yHKuis - moBiTpsHa i HaseMHa
000poHa, Jie BIH MOXE 3alyCcKaTH, 11eHTH(IKYBaTH, MEPEXOIUIIOBATH 1 3HUIIYBATH
pI3HI TUMM TOBITPSHUX 3arpo3. BiH BUKOPUCTOBYE KijdbKa CHCTEM INTYYHOIO
IHTEJIEKTYy, SKI JIO3BOJISIIOTH OJHOMY OIIEpaTopy KOHTpodtoBatu poi 1ux brnlJlA,
CTBOPIOIOYH B MPOIECI aBTOHOMHI T1aTHOPMU IS CIIJIBHOT POOOTH.

- 'BUHTIBKHM - MPOTOTUNM CHAMMEPCHKUX T'BUHTIBOK 31 IITYYHUM I1HTEJIEKTOM
MOXKYTh BUSIBIISITH JIFOJICHKI I, PO3PaxOBYBaTH AalbHICTh, HAMpPAMOK BITPY 1
MPOTIOHYBATH MICIIE JIJIs TOCTPLIY.

- Cyberglobes - iHCTpyMeHT, SIKMii BUSIBIISIE 3JIOYMHHY MISUTBHICTB, TaKy SIK
(diHaHCOBE IIaxpaiiCTBO, TOPTiBJIS HAPKOTHKaAMU, KiOepaTaku Ta TEPOPUCTUUHY
JISUTBHICTD B PEXKHUMI pEaibHOTO Yacy 3a JOMOMOTOI0 aHaJli3y JaHUX, 3T€HEPOBAHUX Y
COoIaIbHUX Mepekax 1 po3moBax. Kpim Toro, cucrema mae noaaTkoBi GyHKIIT, Taki
K KapTtorpadyBaHHs JaHUX 1 reojokaiis [7].

- HeOecHnii mmT - cydacHa i3painbchka 0OaraToIliibOoBa  CHCTEMA
pazioeaeKTpoHHO1 60poTHOM, BOy/J0BaHa B OOMOBI JliTaku. Po3roprae KOHTp3axoau
JUTSL TIPOTHIIT 3arpo3aM, CTBOPIOKYH O€3MeUH1 KOPUAOPH ISl aBlallliHUX €CKaapuIii
3 METOI0 OOOPOHM Ta HaMamy.

- Drone Dome - 3eHiTHa cucTemMa IpOoTH OE3MIJIOTHHUKIB, SIKa 3HUIIYE iX 3a
JOTIOMOTOI0 €JIEKTPOHHHUX MEPEIIKOA Ta BAOCKOHAJICHOTO HITYYHOI'O 1HTEJEKTY, L0
JI03BOJISIE TIIBUAKO BHUSIBJISITH 11711 T 3HUIIYBATH iX 32 JOMIOMOTOIO JIa3ePHOI CHCTEMHU
HaBEJICHHSI IPOMEHS.

- Imilite - cucrema, mnpu3HaueHa Ui PO3BIAKHA, CIIOCTEPEKECHHS Ta
PEKOTHOCLIMPOBKH Ha T0JI1 0010, SIKa IHTETPYy€E B 001 037114 AATYMKIB 1 TIaTGOpM s
IHTEJIEKTyalbHOTO Ta e(eKTHUBHOTO BHKOpPUCTaHHs. BoHa crmemiamizyeTbcs Ha
HeHTpamizanli Ta yHigikaii o0poOKY 1 BUKOPUCTAHHS PI3HUX THUIIB JAaHHUX, TAKUX 5K

300pak€HHS 1 B1JI€0, a TAKOXK 1HIITUX BUIIB PO3BIIaHUX.
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- MXSERVER - iHCTpyMeHT mjisl aHamizy Bifeo- Ta doTomaTrepiaiiB, SKHUM
BUKOPHCTOBYE pO3IMI3HABAHHA OOJMY Ta MAIIMHHE HABYaHHS, W0 J03BOJISIE
11eHTu(iKyBaTH MiJ03PIOBAaHUX Ta HAJAaBaTU KOPUCHY 1H(OpMaIlito opraHnam Oe3neKH.

- Sea Breaker (Mopcbkuii po30IMHHMK) - pakeTa, IO CIEMiali3yeThcsa Ha
BUOIPKOBHX ynapax 13 Bukopuctanasm anroputmis 11 ta mrydnoro 30py.

- Iron Vision - cucTema MTYYHOI0 30py BUCOKOI YITKOCTI, BOy/J0BaHA B TaHKH,
sKa JTI03BOJISIE ONIEpaTOpaM CIIOCTEPIraTy 3a HABKOJUIITHIM CEPEAOBHUIIEM TiJ KYTOM
360 rpanmyciB. lle mae 3mory TOuHIIIE BUSABISTH 7l 32 JOTIOMOTOIO aJTOPUTMIB
MITYYHOT'O 1HTEJIEKTY, 1110 3a0€3MeUyI0Th CUTYyaIlliHy 0013HAHICTb.

- KepoBana eneprernuna 30posi - CKIAQJa€Tbcs 3 TOYHOTO BIJACTEKEHHS
MOBITPSHUX a00 HAa3eMHUX IUJICH 1 3HUIICHHS 1X MOCTPIJIaMHU JIa3€PHOTO MTPOMEHS 3a
MIOCEPETHULITBA MEPEIOBOTO MPOTPAMHOTO 3a0e3MeUeHHs 31 MTYYHHM 1HTEIECKTOM.
IcHytO0TH pi3HI HPOTOTMIH, IO MepeOyBalOTh Ha CTafil Po3poOKH 1 BUIPOOYBaHb,
Hanpukiana, cucrema 8x8 VBCR niBHIYHOaAMEpUKaHCHKOTO ciMeicTBa Stryker.

IcHye mmpoxuii criekTp aBTOHOMHUX 030pPO€HB 1 CUCTEM, (DYHKITIOHATBHICTh IKUX
0e3nmocepeIHbO TOB'sI3aHa 31 IITYYHUM 1HTEJIEKTOM, Ta Hapa3i nepeOyBaroTh Ha CTaii
pPO3poOKH ab0 MarOTh OOMEXKEHE ONEpPAaTUBHE 3aCTOCYBAHHS, 32 BHHATKOM Ta€EMHUX
JOCTIKEHb BIMCHKOBUX 1 MPHUBAaTHUX BHUPOOHHUKIB, 110 HE CTAlOTh HaA0aHHSIM
IPOMAJICBKOCTI. X04a OUIBIIICTD 13 HUX BCE I1I€ MOTPEOYIOTh JIFOACHKOI TOMTOMOTH JIJIst
po0bOTH, ajie Hapa3l CIOCTEPIraeThCsl YiTKAa TEHACHINS 0 OLIBIIIOI aBTOHOMHOCTI 1
MEHIIOI y4acTi JIFOIUHHU.

Hanpuxknaza, BuHuUIIyBadil M'sITOTO 1 MIOCTOrO MOKOJIIHEL MatoTh BOyaoBanuii 1111
JUTSL PO3BIIKW, BUSBICHHS, IJIAaHYBaHHS 1 3BHYAWHMUX, 1 EJNEKTPOHHUX aTak 3
TPUBUMIPHUM OayeHHSIM, 110 yCYBa€ MiJOTa BiJ MPUHHATTS PIlIEHb NMPU HASBHOCTI
0e3J1141 3MIHHUX, K1 MOXKYTh 30UTH MOTO0 3 TAHTEJIMKY Ha MoJii 0010.

OcoOnuBicTIO 1€l TexHOoJOTii € 1ii MacmTaboBaHICTb, TOOTO Ti MOXKHA
OHOBJIFOBATH 1 BKJIFOYATH HOB1 pO3pOOKHU B iCHYIOU1, 0€3 HEOOX1THOCTI MOYNHATH HOBI
pO3pOOKM 3 HyNA, SK y BUNAAKY 3 IHTETPOBAaHUMH BiMCHBKOBUMH CHCTEMaMHU;
3BEPTAIOYUCH JI0 BIAKPUTHUX apPXITEKTYp CEHCOPHHX CHCTEM, BIIKPUTHUX MOIYJIbHUX

HabopiB crtangaptiB CSISR/EW(CMOSS) 1 cepenoBuil MOBITPSIHOTO Oa3zyBaHHS,
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cepejl 1HIIOro, 3ajJydyarodyd Taki TEXHOJIOTIi, K MepeoBl PaaiofIOKAIliiiHI CHUCTEMH,
aBlOHIKY, HaBIraIlilo, paaloeIeKTPOHHY O0pPOTHOY, PO3BIAKY CUTHAIB, 3B'A30K Ta 1HIII
BayKJIMBI1 U1 BUKOHAHHS MIC1 BIHICHKOBI CHCTEMH.

VY BIHICHKOBIM MPOMUCIOBOCTI ICHYIOTh Pi3HI QJITOPUTMHU IITYYHOTO 1HTEJICKTY,
K1 IIAPOKO BUKOPUCTOBYIOTHCS JISl PI3HUX 3aCTOCYBAHb:

tyuni veriporni mepexi (ILIHM) - nie Tun anropuTMy MalimHHOTO HABYAaHHS,
CTBOpEeHUH Mo AchKkuM Mo3koM. [IIHM MokHa BUKOPHCTOBYBATH sl Pi3HUX 3aBIaHb,
TaKUX SK pO3Mi3HaBaHHA 300paxeHb, 00poOka mnpupoanoi wmoBu (NPL) i
posmizHaBaHHs MOBH. LI Mepexi cKilaiatoThes 3 0€3J114i B3aEMOTIOB'I3aHUX IITYYHHUX
HelpoHiB. KoxeH HelpoH oTpuMye BXiJHI JaHi, 0 0OpOOISIOTHCSA 3a JOMOMOTOI0
HaOoOpy (PpyHKLIH akTHBAIIi1, 2 TOTIM BUpOOJsie 00yMOBIIEH] BUX1/IHI 1aH1, JOKH He Oyze
OTPUMAHO 1icalbHUN BUX1THUM CUTHAII.

Marmmuau onopaux BekTopiB (SVM) - anropuTM MammMHHOTO HAaBYAHHSI, SKUI
MO’KHAa BHUKOPHMCTOBYBATH JUIs 3a7ad kiacu@ikarii Ta perpecii. SVM mnpairoroTs,
3HaXOJI4M TINEPIUIOIINHY, SKa PO3/UIsIE JaHl Ha 1Ba KJIACH, MAKCUMI3YIOUH P13HUIIIO
MDX Kjacamu JaHux. HaBuanbHi JaH1 BioOpa)katOThCs B MPOCTIP BUIIOI PO3MIPHOCTI
3a I0MOMOT0r0 (DYHKITIT s1/1pa, 10 T03BOJISIE 3HAXOAUTH HETIHIMHI T1IEPIUIONTUHHY.

[1ix yac HaBUaHHS BUOUPAIOTHCS OMIOPHI BEKTOPH, SIK1 € HAWOMKINMHU TOUKaMU TaHHX
7o rineprutomuHY nojity. Ha erami kimacudikariii HOB1 AaH1 3i1CTaBISFOTHCS 3 TUM CAMHUM
BHCOKOPO3MIPHHM ITPOCTOPOM 1 BITHOCATHCS JIO KJIaCy Ha OCHOBI iXHBOTO PO3TAIITyBaHHS.

JlepeBo pillieHp - 11e aTOPUTMH KEPOBAHOTO HABYAHHS, 1110 BUKOPUCTOBYIOTHCS
U1 3amad kimacudikaiii ta perpecii. JlepeBo pileHb Opalfoe MUiIXoM NoOya0BU
JEPEeBOMOIIOHOT CTPYKTYpH, SKa TIPEACTABISIE B3AEMO3B'SI3KHM MK TEBHUMH
XapaKTEPUCTHUKAMHU Ta IIbOBOIO 3MIHHOIO. BOHM Takok MOB's3aHI 3 aJIrOPUTMAMH
HABYAHHS BUIIAJIKOBUX <JIICIBY, K1 TOEAHYIOTh K1JIbKA JIEPEB PIIICHb JJIs 1 ABUILICHHS
TOYHOCTI MPOTHO3yBAHHS.

Bapiamiiini aBrokonepu (VAE) - nie kimac mojneneld riamOOKOTo HaBYaHHS, SIKi
MOETHYIOTh MOTY>KHICTh HEHPOHHUX MEPEK 3 IMOBIPHICHUMU rpadiuHUMU MOICIISIMHU.
BoHu ckmamarThCs 3 JABOX OCHOBHUX KOMITOHEHTIB: KOIYBajdbHOI MeEpexi Ta

JeKoTyBalibHOI Mepexi, e VAE HaBuarThCA Ha BXIJHUX JIaHUX, SIKI MOXYTh OyTH
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BiiOpaHi, MO0 TeHepyBaTH HOBI JaHi, cXoki Ha HuX. [ITHM Moke HaBuuTHCS
reHepyBaTy HOBI 300pakeHHsI a00 JaHi, MOAI0H1 10 HABYAIBHUX JaHUX.

Komm'totepnuit 3ip - ue ramy3p LI, sika n03Bossie MamMHaM 1HTEPIPETYBATU Ta
PO3YMITH Bi3yalbHI JIaH1 3 HABKOJIMIIIHBOTO CBITY. BUKOPUCTOBYETHCS JIJIsl TAKUX 3aBJIaHb,
SIK BUSIBJICHHS 1 BIICTEXKEHHSI 00'€KTIB, pO3Mi3HABAHHS 00JIMY 1 aBTOHOMHA HaBITaIlis.

O6po0bka npupoHoi MoBHU (NLP) - 11e TeXHOJIOT15, sIKa JJO3BOJISE JIETKO 1 IBUJIKO
y3arajgpbHIOBaTH CKJIAJHI TEKCTH. BOHa BHKOPHCTOBYE aNTOPUTMH ISl BU3HAYCHHSI
Ta/ab0 TeHepyBaHHS OCHOBHUX 17I€H Ta y3arajdbHEHHS X Y KOPOTKOMY TEKCT1, MOAI0HO
710 TIepekJiazayiB Ta 4aT-00TiB. 1[0 TEXHOJIOTI0 MOKHA BUKOPUCTOBYBATH B PI3HHUX
raiyssx, BiJl OCBITH Ta KYPHaJIICTUKU JJO CUCTEM €JIEKTPOHHOTO IIIMUTYHCTBA.

KoruiTuBHi OO4YMCIEHHS - 3aiiMA€ThCS CTBOPEHHSM  IHTEJEKTYyaJIbHHUX
00UYHCITIOBAILHUX CHUCTEM, 3[aTHUX MIPKyBaTH, HaBYATHUCS, BUPIIIYBATH MPOOIEMU 1
npuiiMaTy pilieHHs 6e3 BTpy4YaHHs JIOAUHU. Y BIHCHKOBIN chepl BUKOPUCTOBYETHCS
B 00po0I111 300pakeHb, CTpaTeTIYHOMY TUTaHYBaHHI, JIOTICTHUII Ta KibepOe3mneli.

MynpTUMOIATBHI MOZEINI - MOXE PO3YyMITH 1 OOpOONSITH KiJIbKAa TUIIB JaHHUX
OJIHOYACHO, HAIIPHUKJIAJI, TEKCT, 300pakeHHs, ay/110 a00 MyJIbTUMOAANbHI KOMOIHAIII].
et Tun LI oxorutroe paniiie 3rajgaHi MOJENi, a TAKOX 1HIII, K1 epeOyBaloTh Ha
ctanaii po3poOku, Taki sk Large Language Models as Optimizers [5], o mae Ha MeTi
MOKPAIIUTH MPOAYKTUBHICTh BEIUKUX MOBHUX Mojenei (LLM) nuisixom ontumizariii
3a ponomororw migkazok (OPRO); me He mio iHIe, SIK METalHAUKATOPH, OIMKCaH1
MPUPOIHOI0 MOBOIO, SIKI T€HEPYIOTh MPABIOMOIOHI pIIICHHS, 3aCHOBaHI Ha OMHCI
poOJIeMH 1 MOTEPEIHIX PIIICHHSIX.

3 Touku 30py mporHo3iB, IIII, sk OUIKyeThCS, MPOAOBXKHUTH CTABATU OLITBIIT
iHTerpoBaHUM y BilicbkoBe mose. IlIBuame 3a Bce, mnoOaunMo  OiIbII
nepcoHamizoBanuid AocBin 3aBasku II, a Takox BIOCKOHAJICHHIO B IUBUIBHUX
raimyssx, TaKux K OXOpOHa 3/I0pOB's, TpaHCHOPT Ta ocBiTa. OAHAK 1 AOCATHEHHS
TaKOXX CIIPUUMHSIOTH MPOOIEMHU, 0OCOOJIMBO 111010 TAKUX MTUTaHb, IK KOH(1IEHIIIHHICTD
Ta Oe3rneka.

HesBakaroun Ha Te, 10 3arajibHi Xapaktepuctuku BikicbkoBoro LI cxoxi Ha

komepiiiHui I 3 Touku 30py MAIIMHHOTO HAaBYAHHS, KOMITHOTEPHOTO 30pYy TOIIIO,
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o0csr, MPOAYKTUBHICTh, O€3MeKa, €TUKA Ta POJib Y BINCBKOBUX POOJIATH Ii CUCTEMH
BIIMIHHO BiJ] TOTO, III0 € KOMEPIIITHO AOoCTymHUM. [{ogamo, mo pecypcu, BUAUICHI JIs
1HBECTYBAHHSI B 1[I0 TEXHOJIOT10, 3HAYHI, 1, OTXKE, PO3LIMPIOIOTH Mexki TexHoorii LI,
SIK 3a3HA4YE€HO.

Excrieptu [6] cTBEpIKYyIOTH, IO JIOAW 3aBXKIW TOBHHHI MiIATPUMYyBATH
OCTaTOYHHMM KOHTPOJIb HaJa Oyab - SIKOW cucTeMoro 30poi, mo Bkirovae 1. Tamm
BBa)KalOTh, 1[0 TOBHA AaBTOHOMI1sSI HEMHHYYa 1 HE0OX1Ha JJI TOTO, 1100 He BiJICTaBaTH
Bl TEXHOJOTIYHUX JOCATHEHb BIJ TMOTEHIIWHUX 3arpo3 [7,8], ocobimBO KOIH
reoroJIITUYHA JUHAMIKA CHOTOHI BCE OUIBII HECTAOLIbHA.

e omuH acmekT, SIKUM CliJ BpaxyBaTH, - 1€ MOTEHIHHE BUKOPUCTAHHS
BiickkoBux Il ams mmuryBaHHS TUBUTBHHUX. XOYa MIMUTYHCTBO HE € HOBUM,
BuxkopuctanHus LI nsis i€l MeTu € HOBUM, OCOOIMBUM, TOMY 111 i1 311MCHIOIOTHCS HE
TUTBKH CHJIaMU Oe3leku, a i nuBLibHUMU. [le nmpukian Toro, mo BifickkoBi momii LT
HEMHUHYYE MPOOMBAIOTHCS B IMBUIBHE >KUTTSA B PI3HUX KOHTEKCTaxX, SKI MOXYTh
HETaTUBHO BIUIMHYTH HA TPUBATHE JKHUTTS, CIOCTEPEKEHHS Ta IHII aCIEKTH
MOBCSAKACHHOTO XUTTs. HermonaBui gocmimpkeHns [9] BusBuiy, sk BiiickkoBwid 1 mist
BUKOPHUCTAHHS B PO3BIIYBAJLHUX OMEpAIlisiX 3 METOK BHUSBJICHHS TEPOPUCTUUHUX
3arpo3, BUKOPHUCTOBYETHCS MJII MOHITOPUHTY Ta CIIOCTEPEKECHHS 3a IMpalliBHUKaMH,
ocobymBo B CIIIA.

Merta nosisirae B ToMy, 11100 31MCHUTH aHAJTI3 TAHKUX JIJIS1 BUSIBJICHHS OPTraHi3aTopiB,
7ie BUHUKA€E MOXKJIMBICTh CTPAMKIB Mpalli Ta A19TH NpoTy HUX. Hampukian, po3ranryBaHHs
oprasizaTopiB, o0 iXHI poOOTO/aBIll MOTJIM 3BUILHUTH iX, Tepil HK chopMyBaTh
ob0emHanHs. L[ cucremMa MOXKe BHUKOPHUCTOBYBATHCS POOOTOMABIIMH IMiJT 4ac HabOpy
nepcoHaly, o0 YHUKHYTH HaliMy MailOyTHIX OpraHizaTopiB npochiiku ado JroneH,
SIK1 MaJTi TIPOOJIEMH B MICIISIX, JI€ BOHHU PaHIIIE MpaItoBaIy.

[IpoGnema TyT He 3akiH4dyeThCs, OcKUlbKM Jesiki LI BukopucroByroThCs mist
BUSIBJICHHS €MOIlil, $KI BCE III€ MAalOTh HEJOJIKH, TEPEBIPEHI YIEePEKeHHS,
JMCKpUMIHAIIIO Ta HEMpaBWIbHI NpurtymieHHs. [le o3Hauae, 1mo Jroaum MOXyTh OyTd
MIOMUJIKOBO 3BHHYBaueHI. B manuii 4ac 1iboMy CIICHapi0 HEe BUCTA4Ya€e PEryJIOBaHHS, a,

OTXKe, KiJIbka KOMIIaH1i BUKOPHUCTOBYIOT 11€H THIT TEXHOJIOT1H 6€3 OY/b -SIKOT0 KOHTPOJIIO
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a00 rapaHTii MPO30pOCTi. 3B1JICH BUTLIUBAE, 1110 Ko L1 cTae Gt iHTErpOBaHUM Y Hallle
KUTTS, TUTAHHSI, TIOB'SI3aH1 3 €TUKOIO Ta CTAHIapPTaMH, CTAIOTh 3HAYYIIIHM.

Cromu BXOIATH Taki MmpoOJieMu, SK KOH(DIACHIINHICT TaHWUX, MOXKIUBICTh
aITOPUTMIYHOTO yrepemkeHocTi Ta BmuB Il Ha poOoul Micsl; BUITYUYEHHS
MOCTIMHUX JOCHIKEHh Ta PO3PO0OK y Oe3merl Ta JOCHIIKEHHI METOMIB IS
3abe3neueHHs Oe3neyHoi Ta HamidHoi peam3amii cuctemu . JduBnsunces y
MmaiiOyTHe, BikicbkoBui IIII Mae gmekiapka JyXe pelieBaHTHUX TIPOTHO3IB, 3
MOTEHITIAJIOM JIJIsl IOKPAIEHHS, JOTPUMYIOYUCH 3aKOHY PO PE3yIbTaT poooT Mypa
[10]. Ile mepenbayae BUCOKY OOUYHCIIOBAJIbHY IMOTYXHICTh Ta JaHIi, JOCTYIHI JJIs
nigroroBku mozesnei 11, o nmoxBoroeThes mpubIN3HO KOXKHI 1Ba pokH. To0TO, icHYyE
Oe3nepepBHUIl MPOTpPEC y TMOTIMOJICHHOMY BHBYEHHI, 3 JOCTIDKCHHSIM OLIBII
CKJIaJIHUX apXITeKTyp, METO/IIB ONTUMI3allli Ta CTpaTerid HaBUYaHHS Il BUPIIICHHS
IIe CKJIQIHININX 3aBIaHb.

[le mnpocyBaHHs Hae 3 MOCTIHMHUM BIOCKOHAJIEHHAM HEMIAKOHTPOJIBHOTO
HAaBUaHHA Ta CaMOJOCKOHajeHoro HaByaHHsA [10], mo moJjermnrye BiHCHKOBHM
cuctemaM Il BuuTHCS 3 HE MapKOBaHUX JAHUX Ta 3MEHIIUTH X 3aJEKHICTH 0
BEIIMKUX HaOopiB ngaHux. JlaHi moaii TakoX NPHUBEPHYJIM yBary J0 €TUYHOI Ta
BinnmoBinansHoi mpaktuku I [11]. Ile BkItouae BUPINMICHHS TaKUX MHUTaHb, SK
yHepeHKeHICTh, CIIPaBe/JIMBICTh, MPO30PICTh Ta HaliHICTh cucteM 1. Ha mpomy
eTar gociimpkyerbes interpanis I 3 iHIMMYT HOBUMH TEXHOJIOT1SIMHU.

Cronu BXOIATh HEHPOTEXHOJIOTiA, HEHpPOMOp(HI OOYUCIECHHS Ta KBAaHTOBI
obuucnenns. L1 iHTerparii nepeadavyaroTh HOBI MOKJIMBOCTI Il BIOCKOHAJICHHS
00YHCITIOBANIBHOT OTY>KHOCTI Ta anroputMmiunux moxiusoctedt 1. Hanpuknaz, 11T
Ma€ TIOTCHINAJ IS PEBOJIIOIMII B JIarHOCTHII, JIKyBaHHI Ta HaJaHHI MEIUYHOI
JOTIOMOTH, 3a0e3Meuyroyd B3a€EMOJIII0 Ta Oe3NneKy B KPUTHUYHUX CHUCTEMAaX,
BJIOCKOHAJICHHS B IIJIOMY OXOPOHH 3J0pOB'S, BUSBIICHHS HOBHX IIpemapariB Ta
MaciTa0yBaHHs IEPCOHAI30BAHOI MEIMIIMHA Ha HOBUX piBHsAX. He3Baxkarouu Ha Te,
I10 TEXHOJIOT11 MarOTh BEJIMKUM MOTEHITIAJ JIJIsl IEPETBOPEHHS 6araTthox cdep, ICHYIOTh
TaKOX €THYHI MpOoOJIeMU LIOJ0 X BUKOPUCTAHHS B KOPIIOPATUBHHUX, CYCHUIBHHUX Ta

r100ajbHUX BIMCHKOBUX OTEpaIlisix.
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I mpu mpuAHATTI aBTOHOMHUX PIIIEHh MOYKE MaTH HACTIJKHU B JKUTTI1 JIFOJCH.
Lle Tsirue 3a cO0010 BCTAHOBJICHHS €TUYHOI Ta IOPUINYHOT 0a3u /I ii 3aCTOCYBaHHA y
BIMCHKOBIN ray3i Ta YiTKO BU3HAYECHHS BIIMOBIIATHHOCTI Y BUMAAKY TMOMIJIOK 200
noOiYHMX pe3yabTariB. MaitOyTHi po3poOku ToBMHHI Oyt 30amaHcoBaHi, 3
ypaxyBaHHAM KOHQIIEHIIMHOCTI, OE3MeKH Ta TMpaB JIIOJAWHW. TaKUM YHUHOM,
3asiexxHIicTh Bij LI y BificbkkOBUX omepariisgx Moxke OyTH PU3UKOM, SKIIO CHCTEMa He
3aCTOCOBYETHCS a00 MOPYIIEH] CYIPOTUBHUKAMH.

Ha nganuit moment I moxxe OyTH CHpUHHSATIMBUM IO YHEPEIKEHOCTI Ta
JTUCKpUMIHAINI, W0 BHUKJIMKAE€ HETaTUBHI HACTIKA Y BIHCBKOBUX OIeEpallisx,
M1PUBAIOYU AOBIPY J0 KPUTHUHUX CUCTEM. BaskIMBO TakoXk, 100 BIIICHKOBI aKTUBHO
BUPIIIMIIY 111 BUKJIMKY Ta MPAIIOBAJIM HaJ PIIICHHAMH, 110 JO3BOJISATH BIANOBIIATH Ta
edexTuBHO BuKopucroByBatu I111.

Bucnosku. BiiicekoBuit I nokivkanuii 3a10BOIBHATH TOTPEOH BIICHKOBUX Y
pi3HuX cepax, BpaXxOBYHOUH MEPEIOBI MOMKIMBOCTI MEPEPOOKH, TPUCTOCOBAHICTh Ta
GesmneKy, cepej] iHIIMX acIeKTiB. Moro 3acTocyBaHHs BapilOeThCs BiJ| BU3HAHHS Ta
CIOCTEPEKEHHSI 10 MPOTHO3HOTO AaHANI3y Ui NPUUHATTSA CTpPATeTiYHUX PILICHb.
OcHoBHa MeTa - T IBUIIUTH €(PEKTUBHICTh Ta BAKOHAHHSI BINCLKOBUX OTIEpaIliid, TAKUX
SK aBTOHOMHI TPaHCIIOPTHI 3aco0u (Taki K OC3MUIOTHUKK a00 Oe3MIOTHI i BOIHI
YOBHH), K10€p -3aXUCT, JIOTICTUKA Ta yIPaBIIHHA JaHIIOTaMH MIOCTABOK, CEPE]] 1HIIUX.

[T Bce yacriiie BiJiirpae BUPIMIAJIbHY POJIb y TOKPAIICHH] 3aXUCTY K10epOe3neku
JUTsT  BIACBKOBUX. ABTOMATH3yHOYHM 3aBJaHHS, MPUCKOPIOIOYM BUSIBICHHS Ta
nonomaratour B po3siami 3arposu, I Technologies Moxe 10mMoMorTa BiiCbKOBUM
OUIbII €(PEeKTUBHO 3aXUCTUTH CBOi LU(POBI AKTHUBU Ta KPUTHUUHY 1HOPACTPYKTYPY
010 KibepaTax.

He3Baxkaroun Ha Te, 1110 MOBHICTIO aBTOHOMHA 30posl 1Ie HE ICHY€E, ICHY€e Oarato
OpPUKJIAIIB, L0 MOKPAllylOTh HasBHI CHCTEMH 30poi, 3a0e3Mmeuyloud BHUSBJICHHS,
MPIOPUTETHICTD, BIICTEKEHHS Ta IUIHOBI PEKOMEH IAIlIHI MOYKJIMBOCTI, ajieé OCTaTOYHE
pIIIEHHS MPO 3aTyYeHHsI Ta BUKOPUCTAHHS CMEPTENbHOI 30p0i BCe 1€ Hapasi MOTparuisie

no omeparopa moauHu. Cepen pi3HUX KpaiH TpHUBAa€ TOHKA BIMCHKOBOTO IITYYHOTO
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IHTENICKTY, SIKUW BUKIMKAE€ YHMCICHHI aKTyaJlbHI €THYHI Ta Oe3MeuHi MIPKYyBaHHS, SIKi
MOBUHH1 OyTH BUPILIEHI, KOJH 151 TEXHOJIOT1SI IPOIOBKY€E PO3BUBATHUCS.

30kpema, 3HaUHa YaCTHHA I[HOTO TEXHOJOTIYHOTO MPOTPecy BiOYBAETHCS MO3a
rpomajchKicTio. CItiJy TaKOX BH3HATH, IO MOCUJICHHS T€OMOJIITUYHOI HAMPY>KEHOCTI
MDK BEJIIMKUMHU CBITOBHUMH J€pKaBaMU - 11€ MPUCKOPEHHS 3YCHJIb JJIS PO3BUTKY
nepegoBoro I sx nms oboponu, kibepOe3neku, Tak 1 Ui MOTEHIINHUX Kioep -
MOKJIMBOCTEH, 110 111e O1IbIIe TTOCUIIOE TOHKY 030PO€EHD Y 1111 rajysi.

OTtxe, ockinbku cuctemu 111 Bce Oinbiie po3ropratoThes A IIEH K Kidep -
3aXHCTy, TaK 1 KiOEp3JIOUYMHHOCTI, PETEJIbHE MDKHApPOJHE YIIPABIIHHS Ta HarJIsI
OyIyTh )KUTTEBO BOKIMBUMHU B MaOyTHROMY, III00 JOTIOMOTTH KEPYBATH CKJIATHUMH
€TUYHUMU HaClliJKaMy O€3MeKU MPOrpecy B IIUX TEXHOJIOTISX.
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AHoTanisi. POo3rsiHyTO TEOpeTW4HI OCHOBH BIPOBADKCHHS (DelepaTuBHOTO
HABYaHHS y MPOIECH MPUUHSATTA yNPaBIIHCHKUX pIIIEHb B MyOJIYHOMY CEKTOPI.
BucBiTiieHO POJb MITYYHOTO iHTENEKTY y IHU(pOBOMY BpsiITyBaHHI, 3aKIICHTOBAHO
yBary Ha mepeBarax Ta BUKJIMKaX BUKOPHUCTaHHS (DeepaTHBHOTO HABYaHHS, 30KpeMa
o0 KOH(IAEHIIIHOCTI, Oe3MeKu NaHuX Ta €(EeKTUBHOCTI 0O0poOKHM iH(opMmarli.
[TpoBenmeHo aHami3 CydacHUX JOCIIIKEHb Ta BU3HAUEHO MEPCIIEKTHBH 3aCTOCYBAHHS
denepaTUBHOTO HAaBUaHHA B IMyOMIYHOMY YyIpaBiiHHI. Pe3yiapTatu mocimigKeHHs
MOXKYTh OyTH KOPUCHUMH [JIsl HAYKOBI[B, MyOJIYHUX CIY>KOOBIIIB Ta pO3POOHUKIB
MOJITHK, K1 IPArHyTh MiJABUIIUTH €()EKTUBHICTh NPUHHSATTS PILIEHb 3a JIOTTOMOT'OI0
IHHOBAIIITHUX TE€XHOJIOT1M.

KuarouoBi cjoBa: mTy4dHWil iHTENEKT, QenepaTHBHE HABYAHHS, MPUAHATTS
nyOJIYHUX PpillleHb, MyOJIIYHE YIpPaBIIHHS, TEXHOJOTiI, HUpPOBE BpsIyBaHHS,
KOH(IIEHIIIHICTh JaHuX, Oe3neka iH(opMallii, aHaIITHKA TaHuX, IHTEJIeKTyali30BaHi

YIPaBIIHCHKI CUCTEMH.

Beryn. [IBuakuit po3BUTOK TEXHOJOTIM YHIPOJOBXK OCTaHHIX POKIB 3yMOBUB
EKCIIOHEHIIIHE 3pocTaHHs poii mTyuHoro iHTenekTy (L) y Tpancdopmariitnmx
npoiiecax cydacHux cycninpHux cucteM (Hilbert, 2020; Lu, 2019). Iarerpamis I B
MEXaHI3MU TPUUHATTSA YOPaBIIHCHKUX PIIIEHb HE JIMIIE CIPUSE ONTUMI3ALil
CTPATeriuHoro IUTAHyBaHHSA, a ¥ JOKOPIHHO 3MIHIOE MapagurMu LU(poBOTO
BpsaayBanHs (Kuziemski & Misuraca, 2020). V 3B’s13Ky 3 IIUM MOCTa€ HEOOXI1IHICTh

aHaI3yBaHHS KOHIIENTYyaJlbHUX 3acaj i MPaKTUYHOI IMIUIEMEHTallli (eaepaTuBHOrO
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HAaBYaHHS SK OJHOTO 3 HAMOUIBI MEPCHEKTUBHUX METOJOJOTIYHUX MIJIXOAIB Y
KOHTEKCTI IPUUHATTS YNPABIIHCHKUX PIIIIEHb B MMyOJIIYHOMY CEKTOPI.

HITy4nuii 1HTENEKT, AK MYJIbTUAUCIMIUTIHAPHUNA (EHOMEH, OXOIUIIOE CIIEKTP
AITOPUTMIYHUX METOMIB 1 MOJEJCH, OPIEHTOBAaHMX Ha KOTHITHBHY aBTOMATH3aIlilO
AHANITUYHUX 1 TPOTHOCTUYHMX IMIPOILECIB, SIKI TPAAUILINHO MOTPEOYIOTh JIIOICHKOTO
IHTEJIEKTY, TaKWX SIK aHaJIi3, HAaBYaHHS Ta YXBaJIEHHs pillieHb. [IpoTsIrom ocraHHIX poKiB
epomtottist Il  nerepmiHOBaHa CHUHEpPri€l0 MDK 3pOCTAlOUO)  OOYHCITHOBAIBHOIO
MOTYXKHICTIO, PO3BUTKOM BEJMKHX MAaCHBIB JIaHMX Ta YJOCKOHAJICHHSM TJIHOWHHOTO
HaBYaHHSI, sSiKa 3a0e31evye SKICHO HOBUM PiBEHb aalTUBHOCTI i aBTOHOMHOCTI IIU(PPOBHUX
cucteM (Zhu, Yu et al., 2023). V pesynbrari, 111 cTaB HEBiI’€MHOIO YaCTUHOIO OAraThoX
cdep, 30KkpemMa OXOpOHH 310pOB’s, (iHAHCIB Ta BUPOOHUIITBA, BIJIKPUBAIOYA HOBI
MO>KJIMBOCTI Ta BUKJIMKH Jy1s yripasmiHiiB (Bughin, Hazan et al., 2018).

udposa Tpancopmariiss 3MIHWIA MIAXOAM O YNPABIIHHSA Ta KOHKYpPEHIIIi,
chopMyBaBIIM JIUHAMIYHE CEPEAOBHINE, SKE XapaKTEePU3YeTbCs 1HGOPMAIIHHOIO
HAJMIPHICTIO, BUCOKMM PIBHEM BOJIATHJIBHOCTI Ta HEOOXITHICTIO MIBUIKOI afamTarlii
YIOPaBIiHCHKUX CUCTEM J10 30BHIMIHIX 3MiH (Bughin et al., 2018). Bognouac nponecu
yXBaJICHHS CTpaTeriyHUX pIIIeHb Jie/lal OibIIe 3a71ekaTh BiJl aHATITUKU BEIUKHX
JaHUX Ta KOTHITMBHMX TEXHOJOTIH, sIKI 3a0e3medyloTh MPOTHO30BaHICTh 1
aJanTUBHICTh Y MNPUHHATTI MOJITHKO-yNpaBaiHCbKUX pimeHb (Duan, Edwards &
Dwivedi, 2019). ¥V 1poMy KOHTEKCTI IITy4YHUH IHTEJIEKT 3aiiMae IMPOBITHE MiCIIE,
3a0e3neyyourd  opraHizamii  aHaJITUHYHUMHU  1HCTPyMEHTaMH Uil OUIbII
0OTPYHTOBAHOTO MPUUHSATTS pillIeHb Ta po3poOKU ePpekTuBHUX cTpaTerii (Davenport,
Guha, Grewal, & Bressgott, 2020).

®eneparuHe HaBuaHHs (PH), K 0AMH 13 MepCHEKTUBHUX MiAX0AIB y cdepi LI,
JI03BOJISIE IPOBOAMTH aHAJI3 TaHUX 0€3 IIEHTPaTi30BaHOT0 30UPaHHS, 1110 BaYKIIUBO TSI
CEeKTOpY MyOJIYHOTO YMpaBIiHHS, J€ NUTAaHHA KOHQIIEHIIMHOCTI Ta Oe3MeKu
1H(opMarii BiAIrparoTh BU3HaA4YaIbHY poJib (Banabilah, ... & Jararweh, 2022). [nmmmu
cioBaMu, (hefiepaTHBHE HaBUAHHS — 1€ IHCTPYMEHT ISl €(pEKTUBHOTO BUKOPUCTAHHS
JCIEHTPANI30BaHUX JaHUX Oe3 mopymeHHs KoH(iaeHUiHHOCTI. Buxopuctanss

nigxony ®H Moxke 3HAYHO MIABUIIUTH €()EKTUBHICTh MPUUHATTS YHPaBIIHCHKUX
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pillieHb, 3a0e3Meuyroun JOCTyN J0 IiHHOI 1HdopMallii npu JOTPUMaHHI BUCOKHX
CTaHJaPTIB OE3MEKH Ta 3aXUCTY JaHHX.

Po3BUTOK  1HTENEKTyalli30BaHMX  YIPAaBIIHCHKUX CHUCTEM Ha  OCHOBI
(dhenepaTMBHOTO HABUYAHHS BIJIKPUBA€E HOBI TOPU3OHTH ISl YXBAJICHHS PillleHb y cdepi
nyOJIIYHOTO YIpaBIiHHS, JO3BOJISIIOUYM TapMOHI3YyBaTH €(EKTUBHICTh aHATITHYHUX
nporieciB 13 BUMoOramMu Oesneku gaHux. [lonmpu 1e BuHUKae morpeba y po3poOiri
METOAOJIOTTYHUX MIJAXOAIB J0 IMIUIEMEHTAIlli TakuX TEXHOJIOTH, sKka moTpedye
MOJIAJIBIINUX MIKIUCIUIUTIHAPHUX JOCTKEHD y MyOIIYHOMY YIIPaBIIIHHI.

AHaJi3 JiTepaTrypy Ta NOCTAHOBKA NMPo0JjieMH. AHallI3 Cy4aCHUX JOCHIKEHb
o0 3actocyBanHs LI B ympaBmiHHI TIATBEPHKYE 3pOCTalOUy yBary HayKOBIIIB JI0
MOKIIMBOCTEN (heIepaTUBHOTO HaBYAHHA K IHHOBALIWHOTO MIAXOMY, SKHI MOEIHYE
e(eKTUBHICTh OOpOOKM JaHMX 13 3a0e3nedyeHHsSIM KOH(IISHIINHOCTI Ta Oe3MeKu
iH(popmartii. OcHoBomnooxH1 nocmimkenHs ®H O6yno Brnepe npeacrasieno Google
y 2015 pomi (Kone¢ny, McMahan, Ramage et al., 2016, Kone¢ny, McMahan, Yu et
al., 2016). Bonu 3axnanu ocHOBY miist po3BUTKy ®OH sk nerneHTpaiizoBaHOTO MiaX0Ty
710 HaBYaHHS MoJienei mamuHHoro HaBuanHsa (MH), skuii 103BoIsi€ HABUATH MOJEI
0e3 nepenayl NepCOHANbHUX JAHUX HA LIEHTPAJILHUN CepBep.

Hocmimxenass McMahan & Ramage (2017) Ta momanmeini HamparfoBaHHS
Kairouz, McMahan Tta iH. (2021) y cdepi Oe3neyHOro Ta MPUBATHOI'O HAaBYAHHS
MoJeNie € BaXKJIMBUMHU JUIsl TPUUHATTS YOPaBIIHCBKUX pillleHb, OCOOJMBO B
nyOniuHomy cektopi. ®H, ske BOHM JOCHIIKyBalH, JO3BOJSE aHATI3yBaTH
JICLIEHTpali30BaH1 1aH1 0e3 IXHbO1 Iepe1ayl Ha IIEHTpalli30BaHl CEPBEPH, 1110 MIHIMIZYE
pPU3UMKH BUTOKY KOHQIIEHIIMHOI iH(opmalii Ta MOKpallye piBeHb IOBIPH [0
nudpoBux ynpaBmiHCbKuX cucteM. JlocBin Google Assistant 1eMOHCTpYe, SIK Taki
HIIXOAU MOXYTh OyTH MaclITaOOBaHMMHU Ta 3aCTOCOBHUMH JI0 CKJIAJHUX CHCTEM
YXBQJICHHS PIIIeHb, 3a0€3MeUy0un aIanTHBHICTh AJTOPUTMIB J0 3MIHHHUX YMOB 1
noTped CyCIJIbCTBA.

Hard Ta in. (2018) mocaimkysanu 3actocyBanHs ®H y Gboard na Android, o
CTAJI0 OJAHMM 13 TMEPIIUX peaTbHUX MPUKIAIIB BUKOPUCTAHHS TEXHOJIOTI JUIs

iHTeJICKTyaJILHOFO TCKCTOBOI'O BBCJCHHAI. IHTeJ'IeKTyaJIBHe TCKCTOBE BBCIACHHS Ha



63

ocHoBi ®H mokazanmo, mo MoxymBo mokpamryBatu moxem III, He nepenaroum
0ocoOMCTI JaHi KOPHUCTYBadiB Ha LEHTpaizoBaHi cepBepu. lle mpuHummoBo aiis
nyOJIiYHOTO YOpPaBIiHHA Ta KOPIMOPATUBHOTO MEHEIKMEHTY, Jieé pIIICHHS
IPYHTYIOTHCS Ha YyTJIUBIH iHDOpMaIIii.

®H npo0oBKy€e €BOJIOMIOHYBATH, aJaNITYIOUHCh 10 TOTPEO PI3HHUX Taly3ei, 1o
3YMOBIIIO€ HEOOX1HICTh KOMIUIEKCHOTO aHaIi3y HOro apXiTeKTypHUX (HperMMBOPKIB 1
cucteMHux BHKIUKIB. Yang, Liu, Chen 1 Tong (2019) po3risHyau OCHOBHI
apxitektypu @H, ixHi mepeBaru Ta OOMEXKEHHsI, aKI[EHTYIOYH yBary Ha MHUTaHHSX
edextuBHOCTI oOuuncnenb. [Toganwin gocmimkenns Aledhari, Razzak, Parizi Ta Saeed
(2020) Oynu 30cepemkeHi Ha CTBOPEHHI1 MPOrpaMHUX 1 anmapatHux pimeHs a1 OH,
BKJIFOUAIOYHU PO3MOJILT PECYpPCiB Ta ONTUMI3allii0 30epeKeHHs JaHuX. Y IIeil ke yac,
Lim Ta 1. (2020) oxpecnunu cuctemHi Bukinku ®H, 30kpemMa BUTpaTu Ha 3B 530K,
0e3MeKy TaHuX 1 MeXaHi3Mu 3a0e3MeueHHsT KOH(IASHIIIHHOCTI, K1 € 3HATYIIUMU IS
IIIMPOKOTO BIPOBaKEHHS 111€1 TexHouorii. Ha mpaktuunomy piBHi @H Bxke 3HaX0AUTH
3aCTOCyBaHHA y c(depax MITydHOTO IHTEIEKTy, OOpOOKM TPUPOTHOI MOBH,
aBTOHOMHOTO TpaHcTopTy, [0T, a Takox y moeaHaHH1 3 OJTOKYSHHOM JIJIs ITiIBUIIICHHS
piBHS O€3IEKHU.

Pi3H1 pUHKOBI CETMEHTH, TaKl SIK OXOpPOHA 3/I0POB’sl, OCBITa, IPOMUCIIOBICTH Ta
nyOJliluHe  yNpaBiIiHHS, AaKTUBHO  BOpoBakywoTh ®OH  ams  30epexeHHs
KOH(1AEHIIIMHOCTI JaHUX Ta MOKpaIIeHHs €(peKTUBHOCTI MPOLIECIB YXBaJICHHS PIIICHb.
[Tomanpin JOCHIIKEHHS MalOTh 30CEPEIKYBAaTHUCS HA BIAOCKOHAJICHHI MEXaHI13MIB
peKOMeH A, TMiJBUIIEHHI PIBHSA TNepcoHami3aiii, iHTerpamii QeaepaTuBHOTIO
HaBYaHHs y MyOIIYHUN CEKTOp, a TAKOK ONTUMI3alli yIIpaBiIiHHS €HEpropecypcamu,
0 CIPHUATAME PO3MHMPEHHIO HOTO MOXJIMBOCTEH Ta IMJABUIICHHIO €()EKTHBHOCTI
3aCTOCYBaHHS B Pi3HUX cepax.

Pe3yabraT nocaigxennsi. Bukopucranus LI B myOniunomMy cekTopi crpusie
MiIBUIICHHIO €(EeKTUBHOCTI Ta TOYHOCTI YIPABIIHCHKUX PIllIeHb, aKTyadi3yH4u
MUTaHHS MPO30POCTI, ETUYHOCTI Ta KOH(PIACHIIIMHOCTI JaHuX. Y 1IboMy KOHTekcTI OH
MOCTa€ SK TEPCTIEKTUBHUM MiAXia, skuil 3abe3neuye HaBuanHs wmoxened Il Ha

JIELEHTPaJII30BaHUX JaHUX 0€3 MOpYIIEHHS MPUBATHOCTI Ta Oe3neku 1HQopmariii.
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Hampuknan, y cdepi oxoponu 3a0poB's PH Moxke BHKOPUCTOBYBATUCS IS
MPOTHO3YBaHHS €MiJeMiil, Ie JaHl Mo MAalli€HTIB 30€piraroThCsl JIOKAJIbHO B 3aKiIa1ax
OXOpPOHH 37I0pOB'd, a B (DIHAHCOBOMY CEKTOpl — JJsl BHUSBJICHHS IIaxpailcTBa, 1€
30epekeHHS KOH(PIASHIIIMHOCTI TPaH3aKIili € KpUTUYHHUM.

JlocTiIKeHHS TPOBITHUX 3aKOPIOHHUX YUEHUX MiATBEPIKYIOTh, 1110 1HTErparis
®H B npouecu my0JIIYHOTO YIpaBiIiHHS HaJlae 3HauH1 nepesaru. [lo-nepiue, 3aBasKku
aHaji3y JaHux 0e3 iX mepenadi Ha HeHTpani3oBaHi cepBepu, ®H cyTTeBO MiaBUIILYE
piBeHb KOH(DiIEHIIHHOCTI Ta Oe3MeKu, MIHIMI3YIOUH PU3UKU BUTOKY iH(opmarlii Ta
kibeparak (Hard et al., 2018). ITo-npyre, 3actocyBanus ®H n03Bosie onTumMizyBaTH
YXBaJIEHHSI CTpATEeriYHUX PIlIEHb 4Yepe3 OUIbIl TOYHE Ta MIBUAKE MPOTHO3YBAHHS
tenaenuit, (Kairouz et al., 2021). ®H Takox 3abe3neuye THYUYKICTh 1
MacimTabOBaHICTh, IO JO3BOJISIE AJANTYyBaTUCS /0 pPEriOHaIbHUX OCOOJIUBOCTEM,
CTBOPIOIOUHM TEPCOHANI30BAHUN MIAXIJ 10 MPUHHATTA pimeHb (Zhang et al., 2022).
Excnepumenranbae moaemoBanHs (Theoretical and practical aspects, 2022) mokazaiio,
mo BukopuctanHs ®H Moke MiABUIIYBATH TOYHICTH MPOTHO3YBAHHS COILIATbHO-
E€KOHOMIYHUX TmpoueciB Ha 18-22% moOpiBHAHO 3 TpPAAUIIMHUMH METOAAMU
MaIIMHHOTO HaBYaHHA, CKOpPOYYBaTH 4yac 0OpoOku naHux Ha 27% 1 3abe3neuyyBaTu
PIBHOMIpHUN JOCTYN 10 aHAMITHYHOI 1H(OpMaIii i1 pI3HUX OpPraHiB BIAIH, IO
CIIpHsI€ TAPMOHI3aIlil MOJITUK HAa HAI[IOHATFHOMY Ta PET10HAILHOMY PIiBHSIX.

bescymHuiBHO, (enepaTuBHE HaBYaHHS Ma€ YMMaly KUJIbKICTh MEpeBar, OJHAK
HOT0 BIIPOBAKEHHSI 31IITOBXYETHCA 3 HU3KOIO CYTTEBUX BUKIMKIB. Cepesl OCHOBHUX
npoOJjieM MOXKHa BHOKPEMHUTH HEOOXITHICTh CTaHJApTH3aIlil JaHUX MK PI3HUMHU
JepKaBHUMHU YCTaHOBAMHM, 3a0€3MEUYEHHsI CYMICHOCTI TE€XHOJIOTTUYHUX IIaTPopM Ta
MOJIOJIaHHS OpraHizauiiHux Oap'epiB. KpiM TOro, BakIuBO BpaxOBYBaTH HMUTAHHS
BIJIMOBIAQIBHOCTI Ta MiA3BITHOCTI mpu BukopucTtanHi LI B mporecax yxBalieHHS
pillieHb, OCKUIBKK 1€ JIO3BOJIIE YHHKHYTH YIEPEIKEHOCTI, 3a0e3meuyroduu
CIIPaBEJIMBICTh Ta MIPO30PICTh PE3YJIbTATIB.

Ha nam nornsia, ®H mae 3HauHUN NOTEHITIAN 111010 MAallOYTHHOTO BUKOPUCTAHHS
B MyOJiYHOMY YIpaBiiHHI, 30KpeMa Ui PO3POOKH IHTEJIEKTYaJbHHX CHCTEM

HOIATPUMKH  pIlIEHb IS YPSJAIB Ta OpraHiB MICIIEBOIO CaMOBPSAYBaHHS, IO
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CIIPUSATUME TOKPAIEHHIO SKOCTI Ta €(PEeKTHUBHOCTI yXBajJeHHs pimieHb. Takox OH
MO3K€ OYTH 3aCTOCOBAHE JIJIsl CTBOPEHHS aBTOMATH30BaHUX MO/IENICH aHai3y BEIHKUX
o0csariB manmx y cdepl CcOImianbHOI TMOMITUKHA, 1 M PO3POOKH MEXaHi3MiB
MPOTHO3YBaHHS KPU30BUX CUTYaIlil Ta X e(heKTHBHOTO BPETYIFOBaHHS, 110 I03BOJIUTH
opraHaMm BJIaJi ONIEPATUBHO pearyBaTH Ha HeTlepea0aqyBaHi 0OCTaBUHHU.

Ahmadzai Ta Nguyen (2024) 3a3HauaroTh, 110 (derepaTiBHE HABYaHHA €
MEPCIEKTUBHUM 1THCTpYMEHTOM 1M(dpoBoi TpaHchopMarlli MmyOaiyHOTO  YIIpaBIIIHHS,
OCKUIBKH JIa€ 3MOT'Y JIEp’KaBHUM yCTaHOBAM aHAIII3yBaTH BENMKI 00CATH TaHUX 0€3 PH3UKY
MOPYIIEHHST KOH(MIICHIIIAHOCTI, 110 CIIPUs€E BIPOBAPKEHHIO OLIBII MEPCOHATI30BAHUX 1
aJIaNTUBHUX YIPABIIHCHKUX PIIIEHb, SIKI BPaXOBYIOTh CrielU(IuHI MOTpeOU TPOMAISH.
[pote edexTrBHa peanizartiss @H moTpedye CTBOPEHHS €IMHNX CTAHAAPTIB OOMIHY JaHUMU
MDK PI3HHMH YCTaHOBaMH, MOJIEpHi3allii I(poBoi 1HOPACTPYKTYpHU Ta IOCHIICHHS 3aXO0/11B
kibepOe3neku. He3paxkaroun Ha 11l BUKJIMKY, BUKOpUcTaHHs OH y myOnidHOMy ceKkTopi Mae
3HAYHUW TIOTEHIIAT JUIA IJABUIICHHA ©(EKTUBHOCTI JIEPKABHOTO  YIPABJIIHHS,
3a0e3MeueHH s MPO30POCTI MPOIIECIB YXBAJICHHS PIIIICHB 1 3MIIHEHHS JIOBIPY TPOMAJISH 110
JepyKaBHUX THCTUTYIIIN.

V¥ nmy6mikarii Privacy Attacks in Federated Learning (2024) HaiionaapHOT0 iHCTUTYTY
cranaaptiB 1 TexHounorii (NIST) posrmsimatoTbess mOTEHIIHI 3arpo3u KOH(IIEHIIHHOCTI,
0 BUHUKAIOTh MMiJI 9ac BUKOPUCTaHHS (peepaTHBHOTO HAaBYAHHS. ABTOPH aHATI3YIOTh
MEXaHI3MH aTak, 30KpeMa MOKJIMBICTh BUTOKY JTAHUX Yepe3 OHOBIICHHS MOJIEIICH, 1110 MOKE
MOCTaBUTH TiJ] 3arPO3y MPUBATHICTh KOPUCTYBAUiB Ta OpPraHi3allii.

3HayHy yBary NPUIIJICHO METOJaM TIJABUINEHHS O€3MeKH, cepell SIKUX —
3aCTOCYBaHHA AU(EPEHLINHOT MPUBATHOCTI, MU(PYBAaHHS JNaHUX Ta BJOCKOHAJCHHS
QITOpUTMIB HaB4YaHHSI. BOHM J0O3BOJNSIOTH MIHIMI3YBaTH PHU3UKU 1IE€HTH(IKALIT
OKpEMHUX YYaCHHKIB 1 3a0€3MEeUUTH BIAMOBIAHICTh Cy4aCHUM CTaHJapTaM 3aXUCTY
iHpopmartii. [TyOmikalris miIKpecaoe BaKIUBICTh KOMIUIEKCHOTO MIAXOAY 10 Oe3neku
®H, sxuii moeaHye TEXHIYHI PIIICHHsS, HOPMAaTUBHI BUMOTH Ta €THYHI aCIeKTH JJIs
YCHIITHOTO BIIPOBA/DKEHHSI TEXHOJIOTIi y cdepax, ne KOHQIICHIINHICTh JaHUX €
KPUTHUYHO BaXJIMBOIO — 30KpeMa B MyOJIIYHOMY yIpaBJiHHI, iIHAHCOBOMY CEKTOP1 Ta

OXOPOHI 3/I0POB 4.
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BaxxnuBuM HampsiMoM TOAQNIBIIMX JOCTIIKEHB € po3po0Ka CTpaTerii iHTerparii
(benepaTUBHOTO HaBYaHHS B ICHYIOY1 HU(POBI €KOCUCTEMH MyOIIYHOTO yNpaBiIiHHS,
AKl TependavaroTh aHali3 1HCTUTYIIMHOI CIPOMOXKHOCTI OpraHiB BIagd [0
BIIPOBA/KCHHSI TaKUX pillleHb, BU3HAYEHHS ONTHMAIBHUX MOJENICH YIpaBIiHHSA
JAHUMHU Ta OIHKY iX BIUIMBY HA NPUUHATTS CTPATETIYHUX pilieHb. KpUTHIHOIO
3QIMIIAETHCS  MpoOsieMa CTaHAapTU3alii JaHux 1 3a0e3ledeHHs CYMICHOCTI
TEXHOJIOTIYHUX TIaTGOPM MK PI3HUMH JIep)KaBHUMU CTPYKTypaMu. BincyTHiCTb
yHIpIKOBAaHUX TMIAXOMIB MOXE YCKIAJHUTH B3a€EMOJII0 MDK OpraHi3alisiMd Ta
oomexutu mnoreHmian ®H. Tomy nepcneKTUBHUM € JOCIHIDKCHHS MEXaHI3MiB
iHTEeponepadenpHocTI Ta aganTtarii ®H no cnernudiku myOIiYHOTO CEKTOPY.

OxpiM TEXHIYHMX AacMeKTIB, HEOOXITHO BpaxoOBYBaTH W €THYHI Ta MPaBOBI
BUKJIMKHM, 30KpeMa MUTaHHS BIAMOBIJAILHOCTI 3a pIIIEHHS, yXBajJeHI Ha OCHOBI
anropuTMiyHoro a”anmizy. Came 1ie BUMarae po3poOKH PEryiIsiTOPHHX pPaMOK, SKi
OamaHCyBaTUMYTh MiX e(ekTuBHiICTIO BukopuctanHs LI ta morpumaHHSIM TpaB
rpOMajisiH Ha TNPHUBATHICTb 1 cCHpaBeanuBicTh. OTke, NONANBIINNA PO3BUTOK
denepaTUBHOTO HaBYaHHSA Yy MyOJIYHOMY YIpaBiiHHI MOTpeOye KOMILIEKCHOTO
1IX0/Ty, III0 OXOIUTIOE SIK TeXHIYHI, TaK 1 OpraHizaliiiiHi aCleKTH, a TAaKOK aKTUBHOTO
MDKAMCHUIUIIHAPHOTO J1aJIoTy MDK HayKOBOIO CHUIBHOTOI, MPEACTaBHUKAMHU
Jep>KaBHUX 1HCTUTYIIIHM Ta pO3pOOHUKAMU TEXHOJIOT1M.

BucHoBknu. Pe3ynpTaTd JOCHIDKEHHS MIATBEPKYIOTh, IO 1HTErpallis
IITYYHOTO 1HTENEKTY y MPOLECH MPUUHATTSA YINPaBIIHCHKUX PIIIEHb y MyOJIYHOMY
CEKTOpl Ma€ 3HAYHWM MOTEHIald JJis MiABUIICHHS €()EKTUBHOCTI, aJIallTUBHOCTI Ta
MPO30POCTI MyOIIYHOTO ynpaBiiHHSA. 30KkpeMa, ¢eepaTuBHE HABUAHHSA, SIK OJUH 13
NEPCTIEKTUBHUX METO/IIB, AO3BOJIsIE 30epiraTu 6ananc MiXK aHaTITUYHOIO MOTY>KHICTIO
I Ta KPUTUYHO BXKJIMBUMH acTieKTaMH Oe3neku i KoHdiaeHIiHHOoCTI JaHuX. Came
1€ BIAKPUBAE HOBI MOXKJIMBOCTI AJis1 (JOpMYyBaHHS MOJITHK, 3aCHOBAaHUX HA JaHUX, 0e3
pU3HMKY IeHTpamizaiii uytiuBoi iHdopwmarii. Tlonpu 1e, ycmimHa iMIieMeHTaIls
TaKUX TEXHOJIOTIA mMoTpedye PEeTEIbHOTO MIKAUCIUIUIIHAPHOTO TMIiAX0ay, SKUN
OXOIUTIOBATUME HE JIMIIE TEXHIYHI aCMeKTH, a W MpaBOBi, €THYHI Ta OpraHi3auiiHi

BUKIJINKH. HepCHeKTI/IBI/I ImogaJIbIINX I[OCJIiI[)KCHB CJ'IiI[ 30CEPEAUTHU Ha MPAKTHUUHHX
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MeXaHi3Max BIPOBAKEHHS (eNepaTUBHOTO HABUYaHHS Yy IMyOJiyHE YIpaBIiHHS,
BpPaxoOBYIOUM OCOOJMBOCTI MYyOJIYHOTO CEKTOpY Ta CYCHUIBHUH 3amuT Ha
BimoBinansHe Bukopuctanus 1.
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CHAPTER V. ARTIFICIAL INTELLIGENCE IN CHEMISTRY:

CURRENT STATE AND PROSPECTS
DOI
Hrytsuliak Halyna [0000-0003-2463-4772]

Abstracts. The monograph is devoted to a comprehensive analysis of the
implementation of artificial intelligence (Al) in various fields of chemistry. The work
considers modern directions of Al application for the discovery of new drugs,
development of innovative materials, prediction of chemical reactions, automation of
laboratory experiments, spectroscopy and analytical chemistry. The benefits of using
deep learning, machine learning algorithms, and generative models, as well as the
challenges associated with data quality, ethics, and model interpretability, are analyzed
in detail. Particular attention is paid to the evolution of Al in chemistry, the current
state of research, and predictions for integration with other technologies, including
robotics and quantum computing. The monograph aims to facilitate interdisciplinary
dialog between chemists, computer scientists, and industry representatives for the
effective implementation of Al in chemical research.

Keywords: artificial intelligence, chemistry, machine learning, deep learning,
drug development, materials science, reaction prediction, spectroscopy, automation,

analytical chemistry, innovative technologies.

Introduction. The rapid development of science and technology puts more and
more difficult tasks before chemical research. The need to accelerate the opening of
new medicines, the development of innovative materials with unique properties,
optimization of chemical processes and the analysis of huge amounts of data requires
new approaches and tools. One of these promising areas is the use of artificial
intelligence (AI). Artificial intelligence is defined as the ability of machines to simulate
cognitive functions of a person, such as learning, solving problems and decision -
making. The main sub -sectors of the Al include machine learning (MN) and deep
training (GN). Unlike traditional computer programs that apply to clearly defined rules,

Al systems are designed in such a way as to understand the relationships between data
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and find new solutions for complex problems. Machine training, in turn, includes
various paradigms, including teaching with the teacher (based on labeled data),
learning without a teacher (identifying patterns in unmarked data) and training with
reinforcement (training based on rewards and punishments) [4, 12].

The relevance of the use of Al in chemistry is emphasized by the fact that the
International Union of Theoretical and Applied Chemistry (IUPAC) has recognized as
one of the ten most promising technologies in chemistry in 2023 4. This report is
intended to provide a comprehensive review of the current state and prospects for the
development of artificial intelligence in various fields of chemistry. The report will
consider the use of Al to open and develop new medicines, in material science, to
forecast chemical reactions, in spectroscopy and other analytical methods, as well as
to analyze the advantages and disadvantages of using Al in chemical research and
future trends in this field [7, 16].

In addition to the above areas, an important aspect of the use of Al in chemistry
is the automation of laboratory experiments using robotic systems guided by machine
learning algorithms. Such "smart laboratories" are able to plan experiments
independently, analyze the results in real time and adapt further actions to achieve
optimal results. This not only reduces the time and cost of research, but also reduces
the likelihood of human mistake [2, 18].

Also popular is the use of artificial intelligence to interpret large volumes of
spectroscopic, chromatographic and mass spectrometric data. Due to the ability to
identify hidden patterns in complex data kits, Al algorithms help to identify substances
more accurately and faster, to predict their activity or toxicity, which is especially
valuable in pharmaceutical and environmental chemistry. Another promising area is
the development of new catalysts with given properties. With the use of Al, it is
possible to model the surface of the catalyst at the atomic level and to predict its activity
in different conditions. This opens up new opportunities for green chemistry and
sustainable development, where process efficiency is critical [4, 7].

However, despite all the advantages, the introduction of Al in chemistry is

accompanied by certain challenges. These include the need for large and high -quality
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data training arrays, limited interpretability of some algorithms, as well as ethical issues
related to autonomy decision -making. To overcome these difficulties, an
interdisciplinary approach that combines knowledge in chemistry, computer science,
statistics and ethics 1s important [6, 15].

As aresult, the development of artificial intelligence opens a new era in chemical
research. Its integration into scientific processes can accelerate the discovery of new
substances, improve understanding of complex reactions and make chemical science
more effective, safe and focused on the future [9, 11].

The use of artificial intelligence in chemistry has gone a significant path of
evolution, from early conceptual developments to modern rapid implementation in
various research and industrial processes. Particularly noticeable is the increase in
interest and activity in this field after 2015, which is reflected in a significant increase
in the number of publications and patents related to the use of Al methodologies in
chemistry. Thanks to the Al, researchers were able to process and analyze data at such
a pace that would be impossible when using traditional manual methods, which would
take decades manually. To date, artificial intelligence is widely used in many key areas
of chemical research. Among them is an important place to predict the various
properties of molecules, such as bioactivity, toxicity, solubility and stability. Al is also
actively used to develop new molecules with predetermined properties, which is critical
for the creation of innovative medicines and materials. In addition, Al algorithms are
used to predict the results of chemical reactions, optimize the conditions of their
conduct, as well as to analyze complex spectral data, which significantly increases the
efficiency of experimental work [1, 14].

CAS Content Collection plays an important role in understanding and
contextualization of the modern landscape. CAS is a recognized leader in the field of
scientific information decisions, making the customization, binding and analysis of
valuable data published in scientific literature around the world, in order to accelerate
scientific breakthroughs. The CAS Scientists and Experts Team uses CAS Content
Collection, the world's largest chemical library for classification and quantitative

evaluation of all chemical publications related to Al, from 2000 to 2020. [2, 15].
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The rapid increase in the use of Al in chemistry after 2015 indicates qualitative
changes in approaches to chemical research. This turning point is probably related to
the progress in the development of more powerful deep learning algorithms and a
significant increase in computational capacity. The analysis of the dynamics of
publications demonstrates exponential growth after this period, which correlates with
the general tendency of development of deep learning in other scientific fields. It is at
this time that deep learning models have reached a level of maturity sufficient for
effective use to complex chemical data. In addition, chemistry disciplines, in which the
level of implementation of Al remains relatively low, can represent significant
opportunities for future research and innovation. If certain areas of chemistry are
lagging behind in the use of Al, it may indicate the undisclosed potential to increase
the efficiency, accuracy and speed of research processes in these areas. Detection and
elimination of obstacles that interfere with the introduction of Al in such disciplines
can lead to significant scientific breakthroughs and discoveries [11, 17].

The traditional process of developing new medicines is extremely long, expensive
and is characterized by a high level of failure. Usually, from identifying a potential target
to the release of the drug to the market is over ten years, and the cost of developing one
successful medicinal product can reach billions of dollars. In this case, much of the
candidates for the medicine fail in the stages of preclinical or clinical trials. Artificial
intelligence plays an increasingly important role in accelerating and improving the
efficiency of each stage of this complex process. At the stage of targeting and validation,
the Al algorithms are able to analyze huge volumes of biological data, such as genomic
and proteom data, to detect molecular targets (eg, proteins or genes) related to diseases.
An excellent example is the use of the DeepMind Alphafold tool that has revolutionized
the three -dimensional protein structure, which is critical for understanding their function
and developing medicines that interact with these proteins [14, 17].

In the field of design and optimization of Al molecules, it helps to generate new
molecular structures with the desired properties. To represent molecules, a simplified
system of introduction of molecular rows (SMILES) is used, which allows the Al

algorithms to process chemical structures as text 9. Generative models, such as variational
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auto codes (VAE) and generative-magnifying networks (GAN) are used to create new
molecules. Al is also effectively used to predict the properties of molecules, including
their solubility, toxicity and bioactivity. For this purpose models of quantitative ratio of
structure-activity (QSAR) are developed, which establish the relationship between the
chemical structure of the compound and its biological activity [3].

Results of the study. At the stage of virtual screening and identification of medical
massacles, the Al helps to predict the interaction of potential medicinal products with
target proteins 7. There are different approaches to predicting interactions, including
methods based on the analysis of features of molecules and their similarity, as well as deep
learning methods, such as Deeepdta, Padda, WEAPTA, WEDDA. Al also finds the use in
clinical trials, where it is used to optimize research protocols, selection of patients, forecast
treatment results and identify potential side effects. For example, a Trialgpt algorithm has
been developed to help select potential volunteers to participate in clinical trials. Another
important area is the re -profiling of medicines, that is, the search for new therapeutic
applications for existing medicines. For this purpose, machine learning methods are used
that analyze large amounts of data on medicines, diseases and their relationships, for
example, the "Guilt by Association" approach [1, 8].

The Lab in Lab in A Loop concept involves the integration of the generative Al
into all stages of drug development. Data obtained in the laboratory and during clinical
trials are used to teach Al models, which then generate new hypotheses and forecasts
for potential medicinal targets and molecules that are again checked experimentally,
creating a continuous cycle of improvement [2].

There are already many examples of successful use of Al in the discovery of
medicines. Among them is the detection of a new antibiotic capable of combating
bacteria resistant to medicines; identification of potential methods of treatment of rare
genetic disorders; development of exscientia drug from obsessive-compulsive
disorder; use of Benevalentai to detect Baricitinib as a possible treatment for Covid-
19; and the use of Alphafold to identify new genes associated with lateral amyotrophic
sclerosis (BAS) [4].

It 1s important to note that Al not only significantly accelerates the process of
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developing medication, but also increases the likelihood of success of clinical trials.
Studies show that drugs found by Al have a higher percentage of success in the first
phase of clinical trials compared to drugs developed by traditional methods. This
indicates that Al helps to more effectively select promising candidates in the early
stages [4, 7].

Despite significant successes, a number of problems related to the quality and
availability of data, ethical considerations on their use and transparency and
interpreting models of Al need to be fully realized in the development of medicinal
products in the development of medicines. The quality of data is critically important
for teaching effective models, and ethical aspects and transparency of decision -making
models need special attention to ensure confidence and responsibility [4, 7].

Traditional methods for developing new materials are often slow and largely
dependent on experiments conducted by trial and error. Finding materials with certain
characteristics, such as durability, electrical conductivity or heat resistance, can take
considerable time and require a lot of resources. Artificial intelligence plays an
increasingly important role in accelerating the discovery and development of new
materials with predetermined properties. One of the key areas is to predict the properties
of materials, including their mechanical, electronic, magnetic and thermal characteristics.
Various machine learning algorithms, including graphic neural networks (GNN) and
physically sound neural networks (Pinn) are used for this purpose [2, 6].

An approach known as material science based on data informatics involves the use
of Al algorithms to analyze large arrays of data on existing materials to identify patterns
and to predict the behavior of new, not yet synthesized compounds. Al also contributes to
the development of reverse design, when the purpose is to design materials with
predetermined properties. An example of this approach is the Microsoft Mattergen tool
developed, which uses generative models to create new materials with the desired
characteristics. Generative models of Al, such as DeepMind Gnome and diffusion models,
are not only able to predict properties, but also to offer completely new materials with
given characteristics. Gnome, for example, has already discovered hundreds of thousands

of new stable materials, including potential superconductors [4, 7].
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There are already a number of examples of materials designed or open by artificial
intelligence. Among them is nanomaterial, which is light as foam, but strong as steel; new
materials for improved energy -intensive batteries; materials for effective carbon capture;
and high energy density and heat resistance polymers for use in condensers [14, 17].

An important advantage of using Al is the ability not only to predict the properties
of existing materials, but also to carry out the so -called "reverse design". This means
that researchers can start with the desired characteristics of the material and use Al
algorithms to determine the optimal chemical structure and composition that would
provide these properties. The traditional approach to the development of materials has
often been the synthesis and study of the properties of existing or random compounds.
The reverse design with the help of Al opens the path to purposeful creation of
materials for specific needs and use [10, 15].

However, despite the considerable potential of Al in materials science, one of the
main obstacles to its wider application remains the problem of lack of quality and
sufficient data for training models. Effective learning of machine learning algorithms
requires large and various data sets on materials properties, their structure, composition
and conditions of synthesis. Collection and preparation of such data is a complex and
often expensive process. The development and use of generative models, as well as
data of data, can be a partial solution to this problem, allowing you to create synthetic
data to expand the training sets [14, 17].

Accurate forecasting of chemical reactions and their products is extremely
important for many sectors of chemistry, including organic synthesis, drug
development and material science. Traditional forecasting methods are often dependent
on the knowledge and intuition of experienced chemists, which can be time -pointed
and not always accurate. Artificial intelligence, especially machine training, offers
powerful tools for predicting chemical reactions, conditions of their conduct and
possible by -products. Smiles system is often used to represent molecules and chemical
reactions. Popular models of "sequence-sequence" (SEQ2SEQ) and architecture based
on transformers, which have demonstrated high efficiency in the tasks of forecasting

chemical reactions. Al is also used to predict thermochemical parameters of reactions,
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which is important for understanding their energy [6, 20].

The Chemreactome Platform, developed by Cambridge University researchers
together with Pfizer, is an example of a successful combination of automated
experiments and artificial intelligence to predict chemical reactions 68. There are also
specialized Als, such as IBM RXN for CHEMISTRY . offer synthetic paths. A special
place is the use of Al in retrosynthesis, that is, in the automated planning of synthetic
pathways to obtain target molecules. There are different types of retrosynthesis models,
including template, semi -shaped and cumulative methods. Research on integration of
machine learning with chemical works for automation of experimental processes is also
underway [4, 7].

Al is also used to predict optimal conditions of reactions, such as temperature,
pressure, type of catalyst and solvent. There are a number of successful examples of
using Al to predict chemical reactions. For example, a model of machine learning has
been developed to predict catalytic oxidation products on the gold surface with an
accuracy of up to 93%. The IBM RXN platform is successfully used to predict the
results of organic reactions. Chemreactome platform demonstrates significant progress
in understanding chemical reactivity and reactions predicting. It is important to note
that Al not only helps to predict the results of already known reactions, but also
contributes to the discovery of new reactionary pathways and deepening understanding
of the fundamental principles of organic chemistry [15, 17].

Not only the choice of the appropriate algorithm of artificial intelligence, but also
the quality and representativeness of the data on which the model is studied, is crucial
for the effective forecasting of chemical reactions. The accuracy of Al forecasts
depends directly on how well the model was trained in various and high quality
chemical reactions. Insufficiency or bias of educational data can lead to inaccurate or
incomplete forecasts, which emphasizes the importance of careful selection and
preparation of data for teaching models of machine learning in chemistry [8, 22].

Traditional methods of spectroscopy and analytical chemistry are often time -
consuming and require deep expert knowledge for the proper interpretation of the data

obtained. The process of analyzing spectra and identification of compounds can be long
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-lasting and prone to subjective errors [14, 17].

Artificial intelligence offers significant opportunities to automate the analysis of
spectral data, improve the accuracy of compound identification, and gain new, deeper
insights in chemical research. In the field of nuclear magnetic resonance (NMR), Al is
used to predict chemical shifts, model spectra, structurally identify unknown compounds,
and analyze complex mixtures. In mass spectrometry (MS), Al is used to identify and
quantify compounds, in proteomics and metabolomics, and to analyze data from large
repositories. In infrared (IR) and Raman spectroscopy, machine learning helps to identify
functional groups, perform qualitative and quantitative analysis, and is used for medical
diagnostics. In chromatography (gas, liquid, liquid chromatography-mass spectrometry),
Al is used to optimize separation conditions, identify peaks, and quantify components of
mixtures. In X-ray diffraction (XRD), Al algorithms help in phase identification and
crystal structure determination of materials [4, 7].

There are also intelligent material analysis systems, such as ZEISS ZEN core, that
use artificial intelligence to automatically recognize material properties. An interesting
application of Al is to predict the chemical composition of substances based on the
analysis of their photographs, which can be used in various fields, including forensics
and environmental monitoring [9, 17].

The use of Al in spectroscopy and analytical chemistry not only automates routine
procedures, but also identifies complex, non-obvious patterns in the data, leading to
deeper insights that were previously unavailable to researchers 8. The ability of Al
algorithms to process large volumes of heterogeneous data and recognize subtle
relationships between spectral characteristics and chemical structure of compounds
opens up new opportunities for in-depth understanding of complex chemical systems
and processes [14, 21].

However, for the successful application of Al in spectroscopy and other analytical
methods in chemistry, it is critical to have large, high-quality, and properly annotated
datasets to train machine learning models. The effectiveness of Al models directly
depends on the quality of the data they are trained on. Collecting and preparing such

data can be a complex and resource-intensive task, but it is a key factor in achieving
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high accuracy and reliability of the analysis results [4, 7].

The use of artificial intelligence in chemical research offers significant
advantages. Al can significantly accelerate the pace of scientific discovery and
development by quickly analyzing large amounts of data and identifying potential new
compounds and materials. It also leads to increased efficiency and productivity of
research processes, optimization of reaction conditions, and automation of routine
tasks. Due to the high accuracy of data analysis, Al helps to identify subtle patterns
and connections that may be missed by humans, which contributes to the discovery of
more effective compounds and materials. The use of Al can also significantly reduce
research and development costs by reducing the need for manual labor and increasing
the accuracy of predictions. In addition, Al plays an important role in promoting green
chemistry and sustainable practices by helping to predict the environmental impact of
new chemicals and materials. Overall, Al is expanding the possibilities for developing
new medicines and materials with desirable properties, opening up new horizons in
chemical science and industry [9, 20].

However, the use of Al in chemical research is also associated with certain
disadvantages and challenges. One of the main drawbacks is the dependence on the
quality and quantity of training data. Al models require large amounts of high-quality
data to perform effectively; insufficient or poor quality data can lead to inaccurate
results. The “black box™ problem, where it is difficult to understand how an Al model
makes decisions, is also a significant challenge, especially in regulated industries such
as pharmaceuticals. Implementing and maintaining Al systems requires highly skilled
professionals with knowledge of both chemistry and computer science, which can be a
problem due to their lack of availability. Training and deploying complex Al models
often requires significant computing resources. The use of Al in chemistry also raises
important ethical issues related to data privacy, intellectual property rights, and the
potential misuse of Al-generated knowledge or compounds. There is also a risk of
model bias if the training data contains systematic errors or is not representative [9, 11]

Al models trained on specific datasets may have limited ability to generalize to new,

previously unknown data, which is important in chemistry, where new compounds and
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reactions are constantly emerging. Integrating Al with existing laboratory processes can
be challenging and require significant changes. The potential risks associated with human
error when using complex Al systems should also not be overlooked. Finally, results
obtained with Al often require experimental validation, as Al is a powerful predictive tool
but does not replace physical experiments. Despite its significant advantages, the
widespread adoption of Al in chemistry is hampered by a number of technical,
organizational, and ethical challenges. To overcome these barriers, joint efforts of
scientists, developers, industry, and regulators are needed [1, 5].

Successful Al implementation requires not only significant investments in
information technology and infrastructure, but also the development of relevant skills
among chemists and the creation of effective interdisciplinary teams combining deep
expertise in both chemistry and computer science. To use Al effectively, chemists need
to understand its capabilities and limitations, and Al specialists need to have a thorough
knowledge of the chemical industry [8, 14].

The future of artificial intelligence in chemistry looks extremely promising and
promising. Further progress is expected in the development of more sophisticated
machine and deep learning algorithms, including improved generative models that can
create new chemical structures with desired properties and reinforcement learning
methods that can optimize complex chemical processes. One of the key trends is the
increasing integration of Al with other advanced technologies, such as robotics and
automated laboratory systems, which will lead to the creation of fully autonomous
research platforms. The development of quantum computing may also open up new
opportunities for modeling complex chemical systems and reactions with
unprecedented accuracy [6, 15]. User-friendly Al-based platforms and tools are
expected to emerge and become more widely available, addressing the needs of a wide
range of chemists, even those without deep computer science knowledge. The increase
in the amount and quality of chemical data suitable for training AI models is also an
important trend that will contribute to the accuracy and reliability of predictions [8,
11]. In the future, Al will be increasingly used to solve fundamental and applied

problems in chemistry, such as predicting the mechanisms of chemical reactions at the
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atomic level, developing new, more efficient and selective catalysts, and creating

materials with extreme properties that were previously considered unattainable [4,12].

Table 1.
SWOT ANALYSIS
- (Strengths) | - (Weaknesses)
> Accelerating research and >  Dependence on the quality
discovery and volume of training data
> High accuracy in > Limited interpretability of]
predicting molecular properties some algorithms
> Ability to analyze large >  High cost of implementing
amounts of data and maintaining Al systems
> Automation of routine > The need for specialists
experimental processes with interdisciplinary knowledge
> Possibility to create new >  Risk of model bias
materials with unique properties
(Threats)
> Ethical issues in the use of
Al
> Potential risks to data
security and privacy
> Resistance to changes in
traditional research approaches
> Possible job losses
> Regulatory restrictions and
implementation challenges

Interdisciplinary cooperation between chemists, computer scientists, and
representatives of other scientific disciplines is expected to increase, which is a
prerequisite for the successful implementation and development of Al in chemistry.
Another important aspect is the development of ethical standards and regulatory
frameworks for the use of Al in chemical research, which will help ensure the
responsible and safe application of this powerful technology [8, 16].

The future of chemistry is inextricably linked to the further development and
widespread adoption of artificial intelligence, which opens up qualitatively new
opportunities in both fundamental research and practical applications in industry. It is

predicted that Al will become an integral part of chemical research, transforming
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approaches to the development of drugs, materials, catalysts, and analytical methods [5, 19].

Evolution of Al in chemistry Smart chemistry

> )

Intellectual chemistry chemical intelligence

~~ N
e

Fig. 1. Conceptual approaches to the integration of artificial intelligence

into chemical science: evolution, intellectualization, and smart technologies.

To realize the full potential of artificial intelligence in chemistry, it is crucial to
focus on creating reliable, transparent, and ethical systems that effectively integrate the
deep knowledge of chemists with the powerful computational capabilities of Al. Future
successes in this area will largely depend on the ability to develop Al models that are
not only highly accurate in their predictions but also understandable to chemists, as
well as ensuring that the data used in training and applying these models is properly
secured and confidential [18, 22]. Artificial intelligence is already demonstrating
impressive results in various fields of chemistry. In pharmaceuticals and
biotechnology, one of the most famous examples is the AlphaFold algorithm developed
by DeepMind, which made a breakthrough in accurately predicting the three-
dimensional structure of proteins, which is critical for identifying drug targets and

developing new drugs. BenevolentAl has successfully used Al to repurpose existing
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drugs, including the discovery of a potential treatment for COVID-19. Insilico
Medicine is another leader in this field, using Al to rapidly develop new drugs and
identify biomarkers. It is also worth noting Pfizer's collaboration with IBM Watson to
utilize Al capabilities in cancer research. New antibiotics capable of fighting drug-

resistant bacteria were discovered with the help of Al [15, 21].

0o 2000-2010 < 2015 @ 2020-2022 # 2025-2030
I:ir§:l co‘nccptuu! developments A breakthrough in Widespread use of Al in Integration of Al with other
of Al in chemistry. Ideas for deep learning. chemical research. technologies (nanotechnology,

using algorithms to analyze

chemical data are formed. quantum computing, biotechnology).

Fig. 2. Evolution of Al in chemistry

In materials science, significant progress has been achieved through the use of
generative Al models. For example, the GNoME tool developed by DeepMind has
discovered hundreds of thousands of new stable materials, including potential
superconductors, which could have revolutionary consequences for various industries,
from quantum computers to energy. Microsoft has developed a powerful tool called
MatterGen, which allows you to generate new materials with specified properties,
opening up endless possibilities for creating innovative materials. Al is also used to
develop new polymers with improved characteristics for various applications, as well
as research in the field of nanomaterials design using machine learning methods [1,
12]. In the chemical industry, Al is used to optimize production processes and increase
their efficiency. The IBM RXN platform is successfully used to predict the outcome of
chemical reactions and optimize synthetic routes, which reduces research time and
costs. Companies such as PPG and Dow Chemical use Al to optimize the production
of coatings and predict the properties of new materials. DuPont is introducing Al-
controlled robots to perform hazardous tasks and automate production processes.

Borealis uses Al to improve the energy efficiency of chemical production [3, 17].
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Fig. 3. The interaction of artificial intelligence and chemistry

Analytical chemistry also has examples of successful Al applications. Researchers
from Florida State University have developed a machine learning-based tool that accurately
determines the chemical composition of salt solutions from their photographs, opening up
new opportunities for inexpensive and fast chemical analysis [6, 20].

These numerous examples of successful applications of artificial intelligence in
various fields of chemistry clearly demonstrate that Al is already a powerful tool that brings
real results, ranging from basic scientific research to practical applications in industry. These
examples clearly illustrate how Al helps solve complex scientific and industrial problems,
reduce development time, cut costs, and open up new opportunities that previously seemed
unattainable [4, 7].

An important prerequisite for the successful application of artificial intelligence in
chemistry is close cooperation between the developers of machine learning algorithms and
experts in the relevant fields of chemical science. In order for Al to be a truly effective tool,
it is necessary to ensure that models are trained on high-quality and relevant data, and that
their results are carefully interpreted and validated by expert chemists.

Conclusion. Artificial intelligence is rapidly transforming the landscape of chemical

research and industry, offering unprecedented opportunities to accelerate scientific
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discovery, develop innovative materials, and optimize chemical processes. Al applications
are already showing significant success in key areas such as drug discovery, materials
science, chemical reaction prediction, and analytical chemistry. The further development of
machine and deep learning algorithms, their integration with other advanced technologies,
and the growth in the volume and quality of available chemical data open up new prospects
for solving complex scientific and technological problems.

Despite existing challenges related to data quality, model transparency, and ethical
considerations, the potential for Al to revolutionize chemistry is enormous. To fully realize
this potential, further research and development in this area is needed, as well as active
interdisciplinary collaboration between chemists, computer scientists, and other
professionals. Given the rapid progress in the field of artificial intelligence, it is safe to
predict that in the future Al will play a key role in solving global problems related to
chemistry, such as developing new effective treatments for diseases, creating
environmentally friendly and sustainable materials, and optimizing chemical processes for
sustainable development.
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Abstract. The full-scale war in Ukraine has triggered a significant wave of forced
migration among scientists, leading to brain drain and disruptions in research
continuity. Understanding the dynamics of this migration is crucial for policymakers,
academic institutions, and international organizations. Artificial Intelligence (AI) plays
a significant role in analyzing large datasets, tracking migration trends, and predicting
future developments. This paper explores how Al technologies can be leveraged to
study the forced migration of scientists, assess its impact on global research, and
propose strategies for mitigating negative consequences. In this paper presents Al
solutions for supporting displaced scientists in forced migration, highlighting how Al-
driven tools can facilitate scientific integration, career continuity, and knowledge
retention in host countries.

Keywords: Artificial Intelligence, ukrainian researchers, russian-ukrainian war,

brain drain, forced migration, Al Application.

Introduction. The Russian invasion of Ukraine in 2022 has triggered a massive
wave of forced migration, significantly affecting the country’s scientific community.
Thousands of researchers and academics have been displaced, seeking refuge and
opportunities to continue their work abroad. This large-scale exodus of intellectual
talent not only disrupts individual careers but also poses long-term challenges for
Ukraine’s research ecosystem, innovation potential, and global scientific

collaborations. Artificial Intelligence (Al) presents powerful solutions to mitigate the



87

negative impacts of this forced migration. Al-driven technologies can help track the
movement of displaced scientists, analyze employment trends, and predict long-term
consequences for research networks. Moreover, Al applications can provide direct
support to displaced scholars, enabling them to integrate into new academic
environments, maintain professional collaborations, and access funding opportunities.
This paper analyzes Al solutions for supporting displaced scientists in forced
migration, focusing on practical implementations that facilitate adaptation and
knowledge retention. By identifying Al-driven strategies, this study contributes to a
broader understanding of how technology can assist displaced researchers and sustain
scientific progress despite geopolitical disruptions

Literature Analysis and Problem Statement. A wide range of issues related to
the forced migration of Ukrainian scientists during the period of full-scale war are
explored in the works of Ukrainian researchers. In a study conducted by O. Lytvynchuk
(2023), aspects of the contemporary migration crisis arising from the Russian-
Ukrainian war are examined. The researcher notes that the arrival of qualified
immigrants contributes to increased labor productivity and does not require significant
expenditures on their education in the host country. Additionally, this process helps
reduce the nation's aging rate due to new immigrants. S. Fialka (2022) examines the
consequences of the war for Ukrainian researchers and investigates the attitudes and
motivations of Ukrainian scientists regarding their scientific activities and the
publication of results in scientific journals. Y. Suchykova, N. Tsybuliak, and
H. Lopatina (2023) explore how to prevent the loss of scientific potential due to the
full-scale war. The authors establish a connection between the place of residence of
Ukrainian researchers and their ability to engage in scientific activities. They also
identify factors that reduced scientific effectiveness during the war. N. Harashchenko,
L. Hladchenko, and N. Korytnykova (2022) focus on determining the needs of
Ukrainian scientists, both those who have remained in Ukraine and those who have left
due to the war. Among the most critical personal needs of Ukrainian scientists, the
authors highlight financial support, the creation of new social contacts, and stable

access to the Internet. According to researchers, the most crucial needs in scientific
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activities include research projects, access to scientific literature, information and data,
and mobility programs for scientists.

Ana Beduschi (2021) explores the impact of artificial intelligence on international
migration management, analyzing its role in automating identity checks, border
control, and processing visa and asylum applications. In her work, she examines how
Al can deepen inequalities between countries, modernize migration processes, and
contribute to a more data-driven approach to migration policy. Marie McAuliffe and
Adam Sawyer (2021) explore the use of data science to understand patterns of
international migration and human mobility. It discusses how new technologies have
generated vast amounts of data, which can shape migration policies. However, the
chapter warns that a focus on data-driven policy can distance policymakers from the
true meaning behind the data variables, leading to ineffective or misinterpreted
migration policies.

Iulia Cristina Iuga and Adela Socol (2024) examine the relationship between brain
drain and government readiness for Al implementation in European Union countries.
The study explores how factors such as macroeconomic conditions, governance
quality, educational levels, and R&D efforts influence Al adoption by governments,
with a particular focus on the impact of brain drain. Using data from 2022, the research
employs regression techniques and spatial analysis to identify patterns and
interdependencies between countries. The findings suggest that brain drain negatively
affects government Al preparedness and emphasize the need for strategic policy-
making and institutional reforms to strengthen Al capabilities in the public sector.

Thijs Broekhuizen, Henri Dekker, Pedro de Faria, Sebastian Firk, Dinh Khoi
Nguyen, and Wolfgang Sofka (2023) propose a conceptual 3x3 matrix for using
artificial intelligence in managing open innovation, which helps identify how various
Al applications can enhance or automate human intelligence at different stages of the
open innovation process.

Romael Haque and Sabirat Rubya (2023) explore the use of chatbots in mobile
applications for mental health. The authors examine the features of popular chatbot-

enabled apps that provide support and treatment for mental disorders, as well as analyze
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user reviews. They emphasize that chatbots have great potential, offering access to
therapy anytime and anywhere, but incorrect responses can lead to a loss of interest
from users.

Sarah M. Blackmore (2024) discusses the impact of artificial intelligence (Al) on
migration processes and systems. She examines current examples of Al being used in
immigration systems and discusses how companies and governments can prepare for
its implementation, as well as the challenges and issues that may arise in the process.
She provides examples, such as the iris scanner introduced at Dubai Airport in the
United Arab Emirates to verify identity, which speeds up the passport control process
while maintaining security measures. In Portugal, Al is used to verify the authenticity
of documents submitted with online citizenship applications

Although the migration of Ukrainian scientists has been explored by several
scholars, and the impact of Al on migrants and migration policies has been discussed,
there is a lack of research specifically addressing the influence of Al on forced
migrants, particularly Ukrainian scientists during the ongoing war with Russia.

Research Results. Due to Russia's aggression, a large number of Ukrainian
scientists were compelled to leave their positions in the scientific community. Some
chose to join the defense forces, while many others decided to migrate abroad,
contributing to an estimated six million documented departures from the country.
While it 1s difficult to determine exact numbers amidst the ongoing conflict, reports
from the Council of Young Scientists under Ukraine’s Ministry of Education and
Science, as of April 4, 2022, indicated that between four and six thousand scientists
had left Ukraine due to the invasion. Recent estimates suggest this number could reach
22,000, representing approximately a quarter of the country’s researchers (The Future
of Science in Ukraine, 2022). The forced displacement and emigration of Ukrainian
scientists have had a devastating impact on the country’s scientific community and
research landscape. The loss of such a significant portion of talented individuals
threatens the continuity and future development of scientific activities in Ukraine. For
many countries that welcome a significant number of Ukrainian migrants each year,

having efficient entry processing systems, effective support for displaced individuals,
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and well-structured adaptation programs is crucial. The ability to integrate forced
migrants into the host country plays a key role in ensuring both social stability and
economic contributions. Current Al-driven initiatives build upon the trends of the past
decade, leveraging big data management approaches to enhance migration policies,
streamline administrative processes, and improve the overall experience of migrants
and refugees. Additionally, Al solutions can directly support displaced scientists by
facilitating employment matching, improving access to academic resources, and
enabling professional networking.

Below, presents a table of Al applications that can simplify the lives of forced
migrant scientists (Table 1). These solutions cover key areas such as automated
language translation, research collaboration platforms, Al-driven job matching, digital
credential verification, and funding recommendation systems. By leveraging these
technologies, displaced scientists can better navigate their professional transitions,

maintain research continuity, and integrate more effectively into new academic and

professional environments.

Table 1.

Al Solutions for Supporting Displaced Scientists in Forced Migration

Translation Tools

Al Description
Application
Al-Powered Several established solutions offer valuable features for talent matching:
Talent Matching | Workable — Al-driven recruiting, automated resume screening, and candidate
Platforms evaluation; HireVue — Video interviews with speech and facial analysis;
LinkedIn Recruiter — Al-based candidate filtering; Pymetrics — Soft skills
assessment through neuropsychological testing. By integrating these
technologies, organizations can effectively match displaced scientists with job
opportunities, research grants, and academic positions, ensuring that expertise is
utilized where it is needed most.
Language Al-powered translation services can assist displaced scientists in overcoming

language barriers, ensuring clear and accessible communication in academic and
professional settings. Tools like DeepL and other real-time translation
technologies facilitate the translation of research papers, conference
presentations, and institutional correspondence, helping scientists integrate more
effectively into their new environments.

Research Al-powered networking tools can connect displaced scientists with international
Collaboration research institutions, facilitating collaboration and knowledge exchange.
Platforms Currently, no dedicated platform exists for this purpose. However, existing

technologies could serve as a foundation—for example, LinkedIn, which allows
professionals to connect within similar fields, or ResearchGate, where
researchers can find peers working on related topics. These platforms analyze
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researcher profiles and suggest potential collaborators based on shared academic
interests.

Al-Powered
Resettlement
Optimization
System

A solution like GeoMatch uses machine learning and predictive analytics to
process migration data and determine the optimal relocation areas, based on
historical data of successful integration. Developed in 2020, it analyzes refugee
data and historical employment outcomes to recommend the best placement
options. The tool is already in use in the U.S. and Switzerland, improving
administrative processes and enhancing migrants' self-sufficiency. Through close
collaboration with government agencies, GeoMatch adapts to different migration
policies, with plans for expansion to additional countries in the future.

Funding
Assistance

QGrant and

Al-powered systems can identify and recommend suitable grant and funding
opportunities for displaced scientists by analyzing vast datasets from various
research institutions. By processing large volumes of data, these tools optimize
the application process and expand access to scientific resources. Granter.ai helps
match and apply for the right grants, but it has a more commercial context,
whereas Grantsfinder allows you to discover EU funding calls in an easier and
faster way.

Psychological
Support Systems

Al-based chatbots and digital mental health services provide emotional support,
crisis intervention, and coping strategies tailored to the needs of scholars who
have lost their jobs. These tools use natural language processing to detect
emotional distress and provide appropriate recommendations. Among the
popular Al platforms for psychological assistance today is ELIZA. The "Doctor"
scenario of this chatbot successfully imitates the famous psychologist Carl
Rogers. The chatbot for Ukrainians, "Friend. First Aid," created with the support
of the Charité clinic, helps reduce stress levels with its recommendations. Wysa
is an app that offers a chatbot therapist, numerous exercises to improve mental
health, and even the ability to communicate via voice messages.

Immigration
Guidance

Legal and

Al applications can greatly assist Ukrainian scholars with Legal and Immigration
Guidance. The Ministry of Foreign Affairs of Ukraine has introduced an Al
spokesperson to enhance communication and provide consular information.
Additionally, Al-driven chatbots are being developed by both government
authorities and private sector service providers, such as migration agents and visa
centers, to support individuals seeking to migrate for work, study, or family
reasons. These chatbots can offer personalized advice, assist with visa
applications, and guide users through legal requirements, providing 24/7 support
and reducing waiting times.

The table includes not all applications, chatbots, and other Al solutions, as there

are countless options available. The main point to highlight is the opportunities they

offer for temporarily displaced Ukrainian scientists. Each of these applications is a

small piece of a vast sea, where most Ukrainian researchers are seeking support. If we

focus on this target group and allow them to benefit from Al advancements, it will

demonstrate the government's interest and the opportunities that have emerged for

them, thanks to, rather than in spite of, these technologies.

The integration of Al into support mechanisms for displaced scientists enhances

efficiency, accessibility, and accuracy in addressing their complex challenges.
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However, reliance on Al must be complemented by human oversight to ensure ethical
considerations, fairness, and adaptability to individual circumstances.

Conclusions. Al can play a vital role in understanding, managing, and supporting
the migration of Ukrainian scientists during the ongoing war. It can help by improving
data collection, predicting trends, aiding in resource allocation, and providing logistical
support, which would make it easier to address the challenges faced by displaced
scientists and reduce the long-term impact on scientific progress. While Al today can
mimic certain aspects of human thinking and intelligence, it still lacks the ability to
effectively manage the large-scale relocation of displaced scientists. Relying solely on
Al to determine the future of refugee scientists may lead to decisions that are inaccurate
and unfair, as these situations require careful analysis, human empathy, and the

consideration of many factors that Al alone cannot fully grasp.
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Abstract. This study explores the transformative role of artificial intelligence (Al)
tools in accelerating scientific hypothesis validation, focusing on the iterative use of
reasoning and deep research large language models (LLMs). We classify LLMs into
single-step, multi-step reasoning, and web-integrated deep research variants,
demonstrating that ensembles of independent models enhance accuracy
probabilistically from 8-27% for individual reasoning models to 48-62% for collective
inference, when addressing complex physical queries. To illustrate the approach of
collective Al inference, we examine case studies of diamond Bragg mirror reflectivity
for keV-scale X-rays and metal vapor lasing for high-boiling-temperature metals. By
iteratively prompting six LLMs with tailored queries and peer-reviewed data, we derive
optimized theoretical results and experimental setups. The results underscore the
ability of LLMs to accelerate scientific hypothesis testing, identify theoretical limits,
and design experimental configurations while also highlighting the importance of
verifying Al outputs, confronting AI with facts and follow-up questions, and
accounting for Al model correlations. This framework pioneers a paradigm shift in
interdisciplinary research, merging Al-driven reasoning with domain-specific
expertise to resolve ambiguities in cutting-edge material science and photonics.

Keywords: Artificial intelligence, Reasoning models, Deep research, Diamond

Bragg mirrors, Metal vapor lasers

Introduction. Artificial intelligence has already found multiple applications in
business — such as chatbots, image and pattern recognition, personalized marketing,

healthcare disease detection and drug discovery, language processing, fraud detection,
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content creation, and energy management. Academic applications of Al are also
emerging, particularly in data analysis (including pattern recognition, data mining, and
statistical analysis), academic writing (such as style and grammar correction,
translation, and plagiarism detection), and personalized tutoring. Typical accuracies of
Al models in specialized applications are already high. For example, in natural
language processing for translation, DeepL achieved 89% [1] accuracy in 2020, while
Google Translate reached 86% in 2020 [1] and 80% [2] in 2022.

Scientific research is a relatively new field for artificial intelligence. Due to the
inherent complexity of scientific research, both in breadth and depth, Al tools were not
widely applied to it until around 2024. However, the emergence of large language
models (LLMs) in 2022 has opened an entirely new class of Al applications in natural
language processing. These applications include creating new scientific hypotheses,
quickly testing hypotheses, identifying arguments and dependencies, stimulating
creative thinking, comparing the outputs of various LLMs, synthesizing multiple
arguments through reasoning, and selecting arguments that might explain observed
physical processes. This work summarizes the current state of the most advanced
LLMs, their potential applications in scientific hypothesis creation and testing, and
proposes multi-model Al reasoning (MMAR) framework as a viable approach to
improve the accuracy of human-guided scientific Al inference towards record 48-62%.

Literature Analysis and Problem Statement. The advancement of Large
Language Models (LLMs) has catalyzed their adaptation for scientific reasoning,
yielding distinct classes optimized for hypothesis testing and research workflows.
These classes — single-step, reasoning, and deep research LLMs — differ fundamentally
in their architectures, operational methodologies, and performance in scientific tasks.
Single-Step Inference LLMs, such as GPT-3 [3], [4], GPT-3.5, GPT-4, and GPT-4o0,
represent the foundational paradigm of language models. These systems generate
responses in a single pass, relying exclusively on static, pre-defined training datasets.
While they excel at addressing straightforward queries with rapid responses and broad
domain knowledge, their reliance on fixed datasets limits their utility in dynamic

scientific contexts. Errors in complex reasoning tasks often arise due to the absence of
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iterative validation, and their knowledge remains confined to information available up
to their training cutoff dates. Despite these constraints, single-step LLMs remain
widely used for basic question-answering and preliminary data interpretation.
Reasoning LLMs enhance this framework by incorporating iterative, multi-step
reasoning processes [5]. Unlike their single-step counterparts, these models —
exemplified by OpenAl ol, 03, DeepSeek — employ techniques like chain-of-thought
prompting [5], where each step of reasoning builds on prior outputs. This cumulative
approach allows for incremental validation, significantly improving accuracy in tasks
requiring abstraction, causal inference, or counterfactual analysis. However, the
computational demand escalates with reasoning depth, and errors in early steps may
propagate through subsequent stages [6]. Despite these trade-offs, reasoning LLMs
demonstrate superior performance in hypothesis testing and experimental design
compared to single-step systems. The most advanced class, Deep Research LLMs [7],
integrates multi-step reasoning with real-time external data retrieval. These models,
including OpenAl’s o03-based DeepResearch, Perplexity’s DeepSeek R1 Deep
Research, and Grok 3 xAI’s DeeperSearch, dynamically formulate search strategies by
identifying key concepts within user queries. By accessing up-to-date scientific
literature, clinical trials, or experimental datasets, they address the temporal limitations
of static training data. This fusion of iterative reasoning and evidence-based validation
achieves the highest accuracy in tasks such as literature synthesis, hypothesis
generation, and experimental planning. For instance, Grok 3’s multi-agent framework
stress-tests hypotheses against conflicting data, while DeepSeek R1 optimizes search
strategies for precision. However, their efficacy depends on the reliability of external
sources and incurs higher computational costs and latency. Table 1 summarizes key

characteristics of leading Deep Research LLMs available on the market as of March

2025 [9].



97

Table 1.
Accuracy of Deep Research LLMs with Reasoning and Web Search

Functionality
Search features Accuracy Pricing
Player Model Files Web Correct Incorrect Monthly
search o o 3
OpenAl  Deep Research + + 26.6% 73.4% 200
Perplexity Deep Research + + 21.1% 78.9% 20
xAl Grok 3 DeeperSearch + + 13.0% 87.0% 30
MiniMax DeepSeek R1 + + 9.4% 90.6% 0
DeepSeek DeepSeek R1 + - 8.9% 91.1% 20
Alibaba  QwQ 32B + + 8.2% 91.8% 0
Gemini 2.5 Pro Deep Research - + 5.3% 94.7% 0

Deep Research LLMs, leveraging dynamic data and multi-step workflows, attain
the highest accuracy and adaptability to evolving scientific knowledge. Deep Research
LLMs, such as Perplexity’s Deep Research, exemplify the potential of democratizing
the access to advanced inference, balancing high accuracy, computational efficiency,
and cost. In the next section, we will demonstrate how combining Deep Research Al
models can significantly enhance reasoning accuracy compared to individual models.

Research Methodology. The integration of multiple Deep Research Large
Language Models (LLMs) represents a promising paradigm for improving accuracy in
complex scientific reasoning tasks, particularly under conditions of uncertainty or
incomplete data. This approach leverages probabilistic principles to mitigate individual
model limitations, with implications for hypothesis validation, experimental design,
and high-stakes decision-making. The ensemble efficacy arises from probability
theory: For N independent models, each demonstrating a per-query accuracy of X;, the

probability that at least one model produces a correct answer is given by:

N

Pensemble = ] = H (]- - Xz)
=1

This framework exponentially outperforms single-model accuracy when N > 1.
However, there are critical caveats. First, models must exhibit independence to ensure

errors remain uncorrelated (i.e., no shared training biases or data artifacts). Second, this
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logic applies exclusively to binary outcomes, where responses are categorically correct
or incorrect. A third requirement is static per-query accuracy, meaning model
performance does not degrade with sequence length or task complexity.
To contextualize these principles, consider the Humanity’s Last Exam benchmark
— a simulated high-difficulty scientific reasoning test [8]. Empirical results demonstrate
that an ensemble of the top six models (with accuracies as listed in Table 1) achieves a
combined accuracy of 62%, while excluding computationally expensive and costly
OpenAl Deep Research model reduces this to 48%. Individual models exhibit modest
accuracy (5.3 — 26.6%), but strategic ensemble combinations yield disproportionate
gains. Notably, the 62% ensemble accuracy surpasses the best single-model
performance by 35%, aligning with theoretical predictions.
Table 2.
Theoretical Combined Accuracy of Top 6 Deep Research LLMs with

Reasoning and Web Search Functionality

Search features Accuracy Pricing
Player Model Files Web Correct Incorrect  Monthly
search o o $
Top 6 models + + 61.8% 38.2% 270
Top 6 models excl. OpenAl + + 48.0% 52.0% 70

Implementation Framework

The initial step involves the identification and clear delineation of the research
objective. This is achieved through an extensive review of the existing literature, ensuring
that the objective is both well-founded and contextually relevant. A panel of Al tools is
then employed to determine the key drivers that are critical to achieving or maximizing
the stated objective. These drivers represent the primary variables or conditions that may
influence the outcome of the hypothesis validation process. The outputs from the various
Al tools are synthesized to compile an exhaustive list of drivers. This comprehensive list
forms the basis for subsequent analytical steps and ensures that all relevant factors are
considered. Utilizing the complete list of drivers, a targeted prompt is developed with the
explicit goal of optimizing the pathway to the stated objective. The prompt is designed to
guide the Al models toward generating outputs that directly address the interplay of the
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identified drivers. The responses produced by the Al models are systematically analyzed
to identify convergence and divergence in the generated solutions. When outputs converge
with minimal discrepancies, the result is interpreted as a viable solution, warranting further
validation by a human expert. Conversely, if discrepancies or gaps are observed — where
the Al tools provide conflicting responses — these gaps are documented for further
analysis. In cases where discrepancies are present, the framework prescribes an iterative
approach. The prompt is modified to explicitly incorporate the identified gaps, and the
refined prompt to maximize the objective taking into account the gaps is reintroduced into
the Al analysis cycle. This process is repeated. If subsequent iterations yield convergent
responses or successfully bridge the gaps, the solution is considered validated and may
serve as a working hypothesis to be presented to a human expert. If significant
discrepancies persist despite iterative refinements, it may be concluded that a solution is

not attainable with the current set of Al tools. Fig. 1 shows the approach.
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Fig. 1. Al-Assisted Process for Validating Scientific Hypotheses

Case 1: Single Crystal Diamond Bragg Mirror Reflectivity for keV X-rays

The development of high-reflectivity X-ray optics faces significant challenges due
to the stringent material requirements for manipulating high-energy photons. While
Mo/Si, Mo/B4C, Ru/B4C, W/C, W/Be, Si/C mirrors achieve 70-90% reflectivity [11],
[12], [13] at grazing angles of incidence in the extreme ultraviolet (EUV) range (e.g., 13
nm lithography systems) and X-ray range, dielectric mirrors in the near-infrared (NIR)
exhibit near-perfect reflectivity (99.9998%) with transmission, scattering, and absorption
losses as low as 1.6 ppm [14], [15]. Recent advances in single-crystal diamond Bragg
mirrors have demonstrated exceptional reflectivity (>99%) for keV-scale X-rays at near-

normal incidence [16], enabling novel applications in X-ray free-electron laser oscillators
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(XFELOs) and coherent X-ray pulse stacking. However, the theoretical upper bounds of
diamond reflectivity remain unresolved due to complexities in the dynamic theory of
Bragg diffraction. To address this, a multi-model artificial intelligence (Al) framework
was deployed to systematically evaluate hypotheses governing diamond mirror
performance.

A panel of Al Deep Research models — Perplexity Deep Research, MiniMax
DeepSeek-R1, Grok 3 DeeperSearch, and OpenAl 03-mini — was leveraged to analyze
critical variables influencing single crystal diamond Bragg mirror performance.
Specialized prompts were iteratively refined to query dominant drivers of reflectivity,
including material properties (high Debye temperature, low atomic number of diamond),
structural perfection (dislocation density), X-ray energy (higher energy implies lower
photoelectric absorption and Compton scattering), crystal geometry (sufficient thickness
to reflect more than 99% of X-rays, Bragg reflection choice), operating conditions
(temperature minimizing lattice vibrations, narrow X-ray bandwidth to fit with the Bragg
reflection), isotopic purity (1>C single crystal diamond has slightly higher Debye
temperature and lower lattice vibrations).

Having identified all possible drivers of diamond mirror reflectivity, research
strategy was focused at estimating theoretical limits under idealized conditions (zero
dislocation density, cryogenic operating temperatures, isotopic '?C purity, sufficient
thickness, right choice of the Bragg reflection, narrow X-ray bandwidth to fit the Bragg
reflection). This translated into estimating minimum extinction length and highest
absorption length to maximize reflectivity according to a classic formula:

3m Lext
Ryg)~1— —
< H> - Labs

A prompt “What are the absorption and extinction lengths (mm) of ideal >C diamond
at 77K cryogenic temperature with zero dislocation density for 23.765 keV, 13.903 keV,
31 keV, 35 keV, 44 keV X-rays?” was created. Inputs included peer-reviewed studies of
Shvyd’ko et al., 2011 [16], computational datasets from the NIST X-ray mass attenuation
database, and dynamical diffraction theory. Model responses were cross validated

according to the methodology (Fig. 1). According to the models, the maximum attainable
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reflectivity of a diamond X-ray Bragg mirror in backscattering (normal-incidence Bragg
geometry) is achieved at 13.903 keV and is estimated at 99.97% (Grok-3 Think). This
compares to 99.10% reflectivity actually measured at 13.903 keV, as experimentally
demonstrated in [16]. Such a high reflectivity of 99.97% could theoretically enable multi-
pass resonators sustaining high efficiency for more than 1,000 passes.

Case 2: Metal Vapor Lasers

Metal vapor lasers were among the first types of lasers discovered in the 1950s and
1960s, alongside dye and semiconductor lasers. Although other types of lasers — such as
CO: lasers, fiber lasers, and diode-pumped solid-state lasers have since captured a larger
share of the market, metal vapor lasers remain highly valued. They offer a wide range of
over 480 different wavelengths, spanning from 224 nm to 6,457 nm, along with pulse
durations in the nanosecond range, very narrow spectral lines for precise wavelength
control, and high pulse repetition rates of several kilohertz. Laser emission has been
observed in a total of 32 metals and 3 nonmetals, including Ag, Al, As, Au, Ba, Be, Bi,
Ca, Cd, Cs, Cu, Dy, Eu, Fe, Ga, Hg, I, K, Mg, Mn, Na, Pb, Rb, Se, Sm, Sn, Sr, Ta, Te, Ti,
Tl, Tm, V, Yb, and Zn [17].

Table 3.

Sample Characteristics of Metal Vapor Lasers

Metal Melting point  Boiling Point Temp (theory) Temp (experiments) Vapor production Pumping Efficiency Peak Power Avg Power
K K K K % w w
Ta 3,290 5731 3,152 . Nd:YAG laser ablation KrF excimer laser, 10 mJ 0.010% 48 0.16
\ 2,183 3,680 2,024 . Nd:YAG laser ablation XeCl excimer laser, 25 m) 0.001% 7 0.35
Ti 1,941 3,560 1,958 . Excimer laser ablation N2 laser, 0.2-5 mJ, Tunable dye laser,
Fe 1,811 3,135 1,724 973 Iron vaporization, FeBr2 vaporization, laser ablation KrF excimer laser, 34 mJ 0.007% 180
Au 1337 3,129 1,721 383 - 1,923 Gold vaporization, HAuCl4 vaporization Discharge 0.230% 12,000 10
Sn 505 2,875 1,581 1673 Tin vaporization Discharge 0.002% - 0.200% ~10,000 10
Dy 1,685 2,840 1,562 1723 Dysprosium vaporization Discharge 0.084% 333 0.08
Cu 1358 2,835 1,559 673 - 1773 Copper vaporization, CuBr vaporization Discharge 2.900% 305,000 312
Be 1,560 2,744 1510 773 -2,273 Beryllium vaporization, BeCl2 vaporization Discharge 1-10 <1
Al 933 2,740 1,507 473 - 1,773 Aluminum vaporization, AICI3 / AIBr3 vaporization Discharge -
Ga 303 2,676 1472 773 - 1,673 Nd:YAG laser ablation, GaCl3 / GaBr3 vaporization  TEMOO diodes at ~400 nm . - <0.06
Ag 1,235 2,435 1,340 873 - 1,425 Discharge, AgBr vaporization Discharge 0.004% 600 0.14
Mn 1,519 2,334 1,284 920 - 1,450 Manganese vaporization, MnCI2 vaporization Discharge 0.200% 24,000 74
Tm 1,873 2,223 1,223 1,420 - 1,440 Thulium vaporization Discharge 0.130% 20,800 0.5
Ba 1,000 2,118 1,165 1,120 Barium vaporization Discharge 0.720% 100,000 12.5
Sm 1,345 2,067 1,137 v 1,873 Samarium evaporation, SmCI3 evaporation (n/a) Discharge, Tunable dye laser . -
Pb 601 2,022 1112 1,010 - 1,210 Lead evaporation Discharge 0.090% 34,000 0.9
Eu 1,099 1,802 991 Europium evaporation Discharge 0.300% - 2.5
Sr 1,042 1,657 911 1,073 Strontium vaporization, SrBr2 vaporization Discharge 7%? 48,333 29.0
cd 594 1,040 572 523 Cadmium evaporation Discharge 0.400% . 0.194
K 336 1,032 568 380 Potassium evaporation Diodes 41.140% 230,000 4,200
Rb 312 961 529 386 Rubidium evaporation Diodes 33.000% - 34,000
Cs 302 944 520 393 Cesium evaporation Diodes 33.000% - 2,000
Hg 234 630 347 349 Mercury vaporization Discharge, Flashlamp 0.016% 5,520 024
| 387 457 251 313 lodine evaporation Flashlamp 2.000% 3,000,000,000,000 0.67

However, the energy conversion efficiencies of metal vapor lasers are relatively low,
ranging from 0.01% to 2.9%, except in the case of alkali vapor lasers, for which efficiencies

of 33-41% have been demonstrated [18], [19]. In addition, due to constraints of optical
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materials (mirrors, lenses, Brewster plates), lasing in some refractory metals with high
evaporation temperatures (Mo, W, Th, U and other) have not yet been demonstrated. In this
example, Al could be used to elucidate if these specific metals could exhibit vapor lasing at
specific conditions and vapor production setups. The query starts with the definition of a
clear objective: “How could metal vapor lasing be demonstrated in refractory metals (Mo,
W, Th, U...)? What are the key parameters controlling metal vapor lasing in these metals?”’.
Synthesis of Al model outputs has allowed to identify the main demonstration methods for
metal vapor generation: pulsed pico- and femtosecond laser ablation, electron beam heating,
chemical vapor transport (metal halides, metal fluorides), and ion beam sputtering. Key
parameters governing metal vapor lasing turned out to be laser transitions, vapor density
(10"+ / cm®), vapor pressure related to vapor density, vapor temperature, buffer gas
composition (He / Ne / Ar), pump wavelength matching atomic absorption lines, pump
source (tuneable dye lasers, laser diodes, other lasers, electric discharge), upper state lifetime
(10°+ s). Afterwards, the objective maximization question is asked: “Which parameter
values (methods of metal vapor generation, laser transitions, vapor density, vapor pressure,
vapor temperature, buffer gas composition, pump wavelength matching, pump source,
upper state lifetime) could enable experimental demonstration of Mo, W, Th, and U metal
vapor lasers taking into account temperature constraints (optic elements), and what could
be the experimental setups?”. A panel of Al tools gives multiple answers, which are then
carefully reviewed and reconciled. Optimal experimental configuration is then selected
among the options provided.

Conclusions. The findings presented here illustrate the potential of a multi-model Al
reasoning framework to accelerate scientific hypothesis testing and refine experimental
designs in advanced optics. By combining a panel of deep research large language models
(LLMs), we demonstrated how ensembles of Al systems can surpass individual model
performance in tackling complex physical inquiries, achieving accuracy gains from 8-27%
to approximately 48-62%. These improvements were confirmed through iterative
prompting, data cross-validation, and the strategic integration of domain knowledge.

In the case studies of diamond Bragg mirrors for keV X-rays and high-boiling-

temperature metal vapor lasers, multi-model inference facilitated the identification of
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crucial material parameters, boundary conditions, and theoretical limits, while also guiding
the design of experimental setups. Specifically, for diamond mirrors, the combined Al
approach uncovered optimal reflectivities and crystal purity conditions, suggesting that
near-perfect reflectivity — while attainable in principle — remains constrained by practical
material imperfections and absorption limits. Likewise, in metal vapor lasers, multi-model
reasoning revealed key drivers of lasing thresholds and design requirements for sustaining
high-temperature vapor states.

These results underscore both the promise and the challenges of Al-driven scientific
research. On one hand, iterative Al-human interactions can highlight new opportunities for
hypothesis generation and testing, boosting efficiency in fields where physical experiments
are time-consuming and resource-intensive. On the other hand, thorough verification of Al
outputs remains essential. Model correlations, shared biases, and potential ‘“‘hallucinations”
necessitate domain-expert oversight and well-designed prompts that confront Al with
updated facts, boundary checks, and iterative follow-up questions.

Overall, this study indicates that Al systems can serve as potent collaborators in
science, guiding researchers toward higher-accuracy theoretical predictions and
experimental designs in less time. Future work should further examine the independence of
different Al models, develop more robust strategies to mitigate correlated errors, and
integrate domain-specific constraints that help sustain validity when extrapolating beyond
existing knowledge. By merging multi-model Al reasoning with human expertise,
researchers can unlock more rapid, rigorous, and creative solutions in emerging frontiers of
optics, materials science, and beyond.
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PO3LJ VIIL. IUITYYHUM IHTEJIEKT AJIs1 BIOCKOHAJIEHHS
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AHoTauist Metoro 1aHoi poOoTH € nepeBipka eheKTHBHOCTI AITOPUTMY MAITUHHOTO
HAaBYAHHS HA OCHOBI JaHMX 3 BiAKpuTHx 0a3, 30kpemMa Material Project.
BukopucroByBaHuii IITy4HUI 1HTENEKT, 3aCHOBAHWM Ha JIHINHIN perpecii, 3aCTOCOBY€
TpancepHe  HaBYaHHA  JUI1  ajanTamii g0  (I3UKO-MEXaHIYHUX  MOjeseH
BUCOKOGHTPOMIMHUX cruiaBiB. [yt pearmizaiiii BUKOPHUCTOBYIOThCS BiakpuTi Python-
MOJTyJIi, 1110 3a0€3MeUyTh THYUKICTh Y JOCTIKEHHSIX. TOYHICTh MOJICTIOBaHHS (DI3MKO-
MEXaHIYHUX BJIACTUBOCTEW Martepialy 3aleKUTh Bl KUIBKOCTI €JIEMEHTIB y CKJIail Ta
37IaTHOCTI KOMOIHYBaTH MaTepiaid B OJAHY JaHKy. J[nd mepeBipku pe3ynbTaTiB
EKCTIEPUMEHTIB Y MPAKTHIIl Ha OCHOBI JIITEPaTypHUX PKEPEIT MOKa3aHO METO I BU3HAYCHHS
TBEPAOCTI 3a Bikepcom, 110 J03BOIMIIO OLIHUTH KOPEKTHICTh 3aIPONIOHOBAHOTO MiAXOIY
710 TIPOTHO3YBaHHSI BIIACTUBOCTEN BUCOKOCHTPOIIMHUX CIIJIaBiB.

KarwuoBi caoBa: mryunuii i"Tenekr (III), mamuune naBuanns (MH),
MaTepialo3HaBCTBO, CIUIaBH, MeTon Bikepca, TBepHicTh, CTPyKTypa, MEXaHI4HI
BJIACTUBOCTI, BUCOKOCHTPOIIIMHI CIUIaBH.

ARTIFICIAL INTELLIGENCE FOR ENHANCING THE
MECHANICAL PROPERTIES OF MATERIALS
Kyrylakha Svitlana

Abstract. The aim of this work is to test the effectiveness of a machine learning
algorithm based on data from open databases, specifically Material Project. The
artificial intelligence used, based on linear regression, applies transfer learning to adapt
to the physicochemical models of high-entropy alloys. Open Python modules are used
for implementation, providing flexibility in research. The accuracy of modeling the
physicochemical properties of the material depends on the number of elements in the

composition and the ability to combine materials into a single system. To verify the
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experimental results in practice, the Vickers hardness method, based on literature
sources, is shown, which allowed for the assessment of the correctness of the proposed
approach to predicting the properties of high-entropy alloys.

Keywords: Artificial Intelligence (Al), Machine Learning (ML), Materials
Science, Alloys, Vickers Method, Hardness, Structure, Mechanical Properties, High-
Entropy Alloys.

Beryn. Posutok mryunoro intenekty (III) ctaB omHuM 13 HaW3HAYHINIAX
JOCSITHEHb CY4YaCHOI HayKM Ta TEXHIKM, BIJKPUBAIOYM HOBI MOKJIMBOCTI JUIs
aBTOMAaTH3alii JOCHIKEeHb, aHali3y BEJIMKHX MAacHBIB JaHUX 1 CTBOPEHHs
IHTEJIEKTyaIbHUX CUCTEM MIATPUMKH NPUUHATTA pitieHsb. [ yxxe 3Haxonuth mmpoke
3aCTOCYBaHHA Yy  pi3HMX  cepax  HAyKOBOI  JISUTBHOCTI,  BKJIFOYAIOUHU
MaTepiao3HaBCTBO, O10TEXHONOT1I, (P13UKY, XIMIiI0, MEAUILIMHY, EKOHOMIKY Ta 6arato
IHIIUX Tamyseit [1].

Mryannit iaTenext (L) (amrm., Artificial Intelligence (Al)) — me ramysp
iHpopMaTHKu, sKa po3polJise CUCTEMH, 3JaTHI BHUKOHYBAaTH PO3YMOBI IpoIecH 1
PO3B’sI3yBaTH MpOOJIEMHU, TpaAullliHO BHKOHYBaHi sroauHoro. Il € omuiero 3
HAWNEPCIIEKTUBHIMINX TEXHOJIOT1H B yMoBax Iudposizamii. 3a nporno3zamu Fortune
Business Insights, punok 1 3poctatume Ha 33,2 % miopiuno B nepiog 2020-2027 pp.,
a BIIPOBAPKEHHS TEXHOJIOT1H opranizaiiismMu 30umbmuthes Ha 38,1 % y 2022-2030 pp.

Mammnne naByanas (MH) — onHa 3 mpoOBiIHUX raidy3el IMITYYHOTO IHTEJIEKTY,
0 po3po0Jisie alrOpUTMHU, 37aTHI HAaBYATHUCS HA OCHOBI JAaHMX 1 IMOKpallyBaTH
pe3ynpTaTd 0€3 SBHOrO NporpaMmyBaHHs. 31 30UIBIIEHHSM 00CITY JaHHX ¥y
Marepiaio3HaBcTBl, MH Hajae moTy>XHI IHCTPYMEHTH ISl aHATI3Y BEJIMKUX OOCSTIB
€KCIIEpUMEHTAJIbHUX Ta TEOPETUUYHUX JaHuX. CydacHi METOH, sIK INTMO0KE HaBYAHHS
Ta HEMpPOHHI MEpEXi, JO3BOJSAIOTH HE JUINE aHANI3yBaTH HasBHI MaTepiaiu, a i
nepeadoavyaTy HOB1 3 HEOOXITHUMU BIACTUBOCTSIMH, ONITUMI3YIOUH MPOIIECH PO3POOKH.
MH ponomarae BUSIBISTH CKJIaJHI B3a€MO3B'SI3KM MDK CKJIQJ0M, CTPYKTYpPOIO Ta
BJIACTUBOCTSAMU MaTepialliB, MIABUILYIOUU €(PEKTHUBHICTh JOCTIIKEHb 1 CIPUSIOYU

IHHOBAIIAM [2-5].
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OcTranHIMH pOKaMu MalllMHHE HaBYaHHS HaOyBa€ Bce OLIBIIOTO 3HAYEHHS B
HAyKOBHUX JOCIHIPKEHHAX, 30KpeMa Yy XiMmii Ta MaTepiaJlo3HaBCTBI, JJI BUPILMICHHS
TaKUX 3a/a4, SIK BU3HAUYCHHS BJIACTUBOCTEHM €JIEMEHTIB 1 CHOJYK, MepeadauyeHHs
KpUCTaJli3allii Ta aBTOMaTUYHE OIPAIlOBaHHS PE3YyJIbTaTIB eKCIepuMeHTiB. OTHUM 13
KITFOYOBHMX 3aCTOCYBAHb € BIJKPUTTSI HOBUX XIMIYHUX CIIOJIYK Ta MaTepiajiiB, 30KpeMa
reHepallis MOJEKYJISIpHUX CTpykTyp. Ha Bimminy Big ab-initio MopaenroBaHHS, IO
notpedye 3HAYHUX OOUYMCITIOBAIBHHUX MOTYKHOCTEH 1 4acy, aJrOPUTMH MAIIHHHOTO
HAaBUaHHS TMIJIBUIIYIOTh TOYHICTh 1 €(QEKTUBHICTH OCHIIKEHb, BUKOPUCTOBYIOUH
MUHYJI1 €KCTIEPUMEHTH SIK TpeHyBaJIbHI naHi. Lle 103BoJIsI€ 36KOHOMUTHU MaTepialibHi
Ta 9aCcOB1 PECYpPCH, OCKLIBKH HATPEHOBaHI MOJIEIII MOXKYTh IIBUAKO 0OpOOIIATH TUCSU1
CHOJYK, 3HAYHO 3MEHIIIYIOYH BUTPATH OOUHUCITIOBAILHUX PECYPCIB.

AHai3 JiTepaTypu Ta NOCTAHOBKA TNPo06JeMH. 3aCTOCYBaHHS METO/IIB
mammHHOro HapuaHHs (MH) y wmarepiano3naBcTBi HaOysno 3HAYHOTO PO3BUTKY
3aBJISIKM 3pOCTaHHIO OOYHCITIOBAILHUX TIOTYKHOCTEH 1 mporpecy B Teopii LI, Octansi
TOCIIKEHHS TIOKa3yI0Th, 110 MeToan MH € moTy)KHIUMM IHCTpyMEHTaMU JIJISL aHATI3Y
BEJIMKUX OOCSTiB JAaHUX 1 MOXYTh ICTOTHO TOJETIIUTH TPOLEC PO3POOKH HOBHUX
MarepiajiB, IO BIAMOBIIAIOTH CIIENU(PIYHUM BUMOTaM 100 MEXaHIYHUX, (QI3UIHUX
Ta XIMIYHUX BiacTuBOCTed. OJHMM 3 OCHOBHHX HampsMKiB 3actocyBanHi MH y
MaTepialo3HABCTBI € MPOTHO3YBaHHS BJIACTUBOCTEN MaTepialliB Ha OCHOBI iX CKJIaay
Ta cTpykTypu. 30kpema, nociimkeHHs Illusa T'oena (Shiv Goel) Ta I'appicona JI.
Mapruna (Harrison D. Martin) 3 University of California BUKOpUCTOBYIOTH allTOPUTMH
MAIIMHHOTO HABYaHHS JJIA aHaJli3y Ta MPOTHO3YBAaHHS MEXaHIYHUX BIIACTUBOCTEU
MeTaliB 1 cryiaBiB. BoHM 3aCTOCOBYIOTH MTMOOKE HaBUAaHHS Ta HEMPOHHI MEPEX1 s
aHayi3y B3a€MO3B’SI3KIB MDK CTPYKTYPHHUMH XapakTepUCTUKaMU MaTepiaiiB 1 iX
Gi3MYHUMHU BIACTUBOCTAMU. POOOTHM IMX BYCHHX IEMOHCTPYIOTh, sk MH Moxe
JOTIOMOTTH B PO3pOOIl BHCOKOMIIIHUX CIUIaBIB JJISl PI3HUX MPOMHCIOBUX
3actocyBanb. Mattc Termapk (Mats Tegmark), BioMuii CBOIMH JOCHIIKECHHSIMH B
rajiy3i KBaHTOBUX MarepiajiiB 1 HAHOTEXHOJOT1i, BUBYAE, K AITOPUTMU MAITMHHOTO
HABYaHHS MOXYTb OyTH BUKOPUCTaH1 JUIsl ONTUMI3allii BIaCTUBOCTEH MarTepiaiB, 110

3aCTOCOBYIOTBCA Yy BHUCOKOTEXHOJOTIYHUX cepax. Moro poborta 30cepemxeHa Ha
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po3po0IIl HOBUX MaTtepialiB 3 BukopucTanHsMm I, mo moxke 3HaYHO MPUCKOPUTHU
MIPOIIECH PO3POOKHU Ta BIPOBAIKEHHS HOBUX TexHoJorii. Takox [[xeimc A. Jlei6
(James A. Leib), nocnignuk 3 University of Michigan, 30cepemxennii Ha 3acToCyBaHH1
MH s niporao3yBaHHsS TEPMOJUHAMIYHUX BJIACTHUBOCTEHW MarepiaiiB. BiH akTUBHO
pO3po0IIsie METOAU, SIKI JO3BOJSIIOTH BUKOPHUCTOBYBATHM MAIIMHHE HABYaHHS IS
TOYHOTO IMPOTHO3YBAHHS MOBEIHKU PI3HUX MATEPiajiB y CKIAIHUX YMOBAX, TAKUX SIK
BHUCOKI TEMIIEpAaTypH Y arpecuBH1 cepeoBuia [6-9].

HesBaxatoun Ha mporpec y 3acTOCyBaHHI MAaIIMHHOIO HABYaHHSI B
MaTepialo3HaBCTBI, € MPOOJeMHU, SKI MOTPEOYIOTh BIOCKOHAJIICHHS MOJENEH s
po0oTH 3 PI3HOMAHITHUMHU MaTepianamu Ta ix crneuudikoro. OcoOauBy yBary ciif
OPUIUTUTH BHUPIIICHHIO MPOOJEMH BapiaTUBHOCTI EKCIEPUMEHTAJbHUX JAHUX 1
ajanTanii Mojened JJisi MPOrHO3yBaHHsS CTIMKOCTI O KOpO3ii, TEPMOCTIMKOCTI Ta
MEXaHIYHUX BJIACTUBOCTEH MaTepiajiiB B pi3HUX yMoBax. OTxke, mpobiema mojsrae B
HEOOX1THOCTI CTBOPEHHS YHIBEPCAJbHUX aQJITOPUTMIB MAIIMHHOI'O HaBYaHHS, SKI
31aTHI €EeKTUBHO MPAIfOBaTH 3 BEJIMKUMH 1 PI3HOMAHITHUMU HaOOpaMH IaHHX, a
TaKOXX Yy MIABUIIEHHI TOYHOCTI TNPOTHO3YBAHHS BJIACTUBOCTEM MarepiaaiB JJIs
crienp1YHUX TPOMUCIOBUX 3aCTOCYBaHb. JIJIs IIbOr0 MOTPIOHO IHTETPYBATH 1CHYIOU1
ANITOPUTMH 3 HOBUMH METO1aMu 0OpOOKH Ta aHAJII3Y JaHUX, 10 I03BOJIUTH CKOPOTHTH
gac po3poOKM HOBHUX MaTepiadiB 1 3HU3UTH BHUTPATH Ha JOCHIDKCHHS Ta
€KCIIEpUMEHTHU.

PesyabTraTi pociaimkenHs. Buxopucranns mrtyuyHoro inrtenekty (IHI) B
HAyKOBHUX JIOCTI/DKEHHSX 3HAYHO IIJBUIIYE €(PEKTHBHICTH 1 TOYHICTh aHami3y,
JI03BOJISIFOUM OOPOOIIATH BETHKI OOCATH TaHUX 1 3HAXOAUTHU HOB1 3akoHOMipHOCTI. I
Ma€ HU3KY MepeBar y NOpIBHAHHI 3 TPAAULIHHUMU METOJaMU JIOCIIIKEHb, 30KpeMa y
MaTepiaio3HaBCTBI Ta JOCTIHKEHHI (PI3UKO-XIMIYHUX BJIACTUBOCTEM MaTepiaiB.
3aBAsIKU 31aTHOCTI A0 MammHHOTO HaB4YaHHs, [ Mosxe 31iicHIOBaTH MPOTHO3yBaHHS
BJIACTUBOCTEN HOBHUX CIUIABIB, OINTHUMI3yBaTH EKCIIEPUMEHTAIbHI TMPOIECH Ta

3HWKYBATH Yac, HEOOX1THUM JJIsI TIOCATHEHHS PE3YJIbTaTiB.
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Cepen OCHOBHUX IIEepeBar MOXHa BUIITUTH:

1. IBuakicTs 00pobku nanmx: LI go3Bonsie mBUAKO aHali3yBaTH BEIHKI
HAa0OpY MaHMX, MO0 € KPUTHYHO BAKIWBUM JJISI HAYKOBUX IOCIHIJKEHBb, NI€ 00CAT
1H(popMallii Moxke OyTH JTyKe BEITUKUM.

2. TounicTs nporuodyBaHHsi: Moneni Ha ocnHoBi LI 3matHi mepenbauatu
(h13UKO-MEeXaHIYH1 BIACTUBOCTI MaTepialiiB 3 BUCOKOK TOYHICTIO, HABITh Ha OCHOBI
00OMEXEHUX TaHUX.

3. OnTumizauniss excnepumentiB: Buxopuctanns Il nns aBromartuzarii
PO3paxyHKIB JO03BOJISIE 3MEHIIUTH KIJIbKICTh EKCIEPUMEHTIB, HEOOXITHMX JJIs
JIOCATHEHHS TOYHHUX PE3yJbTATIB, IO JO3BOJISE€ 36KOHOMHUTH Yac 1 PECYPCH.

4. Inentudikauis HoBux 3akoHoMipHocTei: Anroputmu LI MoxXyTh BUSBASTH
PUXOBaHI 3aKOHOMIPHOCTI Y BEJIMKUX 00CsTax JaHUX, 1110 MOKE MPUBECTH J10 HOBUX

HAyKOBHX BIAKPUTTIB (Tadm. 1).

Tabnuys 1
IlepeBaru BUKOPHCTAHHS IUTYYHOI'0 iIHTEJIEKTY Y HAYKOBHUX A0c/iKeHHsX [10]
Tema Omnuc
['eneparrist ta | llITyynuii 1HTENEKT aomoMarae IOCHTIIHWKAM 3HAaXOJIWTH HOBI TEMH Ta

dopmynIOBaHHA | HAPSAMKH Ui JIOCHIPKEHb, a TaKOXX HaJAMXa€ Ha PO3pOOKY BIACHUX
HOBUX 1€l KOHIIEITITIA.

[Momyk TexHoNOTil IITY4HOTO IHTENEKTY JO3BOJSIOTH JOCIHITHUKAM IIBUIKO

aKTyaJIbHUX 3HaXOMUTH 3HauyIll poOOTH, IO BIAMOBIJAIOTH IHTEpECaM HayKOBOIi

JoKepet CHUTBHOTH, CTBOPIOIOYM MOXKIIUBOCTI JJisi IyOJKAIii, sIKi MiJBUIIYIOThH
I[IUTOBAHICTH BUEHOTO.

O6pobxka Ie mae aBTopam 3MOTr'y IIBUJKO Ta €(EKTUBHO aHANI3yBaTH J1aHi, BUSABISIOUH

BEJIMKUX OOCSTIB | MPUXOBaHI MAaTePHU Ta 3aKOHOMIPHOCTI, BaXKK1 IJIsl TPAJAMIIIHUX METO/IIB.

iHpopMmarii 3apnsaku mBHAKUM anroputMam LI, mocaiaHuKKM CKOpOUYyIOTh Yac aHawizy,

M1 IBUINYIOYH €()EKTUBHICTH TOCITIIPKCHHSI.

Y  pob6ori mokazano [11] mocmimxenHss  TtBepaocti  Al-Co-Cr-Fe-Ni
BucokoeHTpomiitHux cmiapiB aig ['TIK Tta OLIK cTpykTyp MeTogamMu MalldHHOTO
HaByanHs. s OLIK ctpyktypu Oyne nepeBipeHa TBEpAICTb 3a (PI3UYHOI0 MOJIEIIIIO
merona Bikkepca. [lns reHeparli crutaBiB y poOOTI BHKOPHUCTOBYIOTBCS Pi3HI
KPHUCTaJIIYHI CTPYKTYpH, OOpaHi Ha OCHOBI BMICTY €JI€MEHTIB Y BUCOKOCHTPOMIMHOMY
cruiaBi. KinbKicTh aTOMIB BU3HAYa€ThCS MPOIMOPLIMHO BMICTY eneMeHTiB. Jlis

PO3paxyHKy MapaMeTpiB MarepiajliB BUKOPUCTOBYIOThCS JaHi 3 0a3u «Material
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Project», 30kpeMa mapamMeTpu KpUCTATIYHUX PEIITOK 1 MIUIBHOCTI MaTepiany. Brums
KPUCTAJIIYHOI CTPYKTYpPH Ha BJIACTHBOCTI MaTepiaiy, Taki Ik TBEPAICTb 1 Aeopmariis,
nokasye, mo OLK crpykrypa mae menury tBepaicTs nopiBHsHO 3 I'LIK, 1m0 € Ounbim
xKopcTkoro a0 nedopmariiit. [lineHicTs makyBanHa ana OLIK cTtpykTypu MoxHa
po3paxyBaTu 4epe3 pajiyc 4acTuHoK, a 1yt ['T[K — gepes miaronarni pemniTku.
[{11BHICTB, SIK Maca Ha OJJMHUITO 00’ €MY, PO3PaXOBYEThCS ISl KPUCTAIIYHOI PELITITKA

IpY JIOCTKEHH1 (DI3MKO-MEXaHIYHUX BJIACTUBOCTEN BUCOKOSHTPOIIMHUX CILIABIB.

m

p=7 ()

Jie T — Maca YaCTUHKH, V — 00’ €M KpUCTaNuyHOI PeIIiTKH

[TapameTpu TBEpAOCTI MOXYTh BIAPI3HATHCS BiJ €KCIEPUMEHTAJIILHUX Yepe3
171€aNbHICTh MaTepialy, IPOrHO30BaHOTO 3a JOTIOMOT 00 MAllIMHHOTO HaB4YaHHs. byne
3reHepoBaHo 5630 cucTem 3 pi3HUM BMICTOM KOMIIOHEHTIB Ta MIPOBEICHO MOPIBHIHHS
OLK i1 I'IK cTpyKTyp 3 eKCIIepUMEHTAIbHUMHU JJAHUMH.

bynu orpumani 3nauenns tBepaocti A OLIK BUCOKOEHTpOMIMHOTO CIiaBy Ta
BUKOHAHO  TIOPIBHSHHS  OTPMMAHMUX  3HA4Y€Hb  TBEPAOCTI  BITHOCHO  JIO
excriepuMenTanbHux 3HaueHb Al-Co-Cr-Fe-Ni (Tabu. 2).

Tabnuys 2
IlopiBHAAHHSI OTPUMAHUX 3HAYEHb TBEPAOCTi BiIHOCHO 10

ekcnepuMeHTAIbHUX 3HaYeHb Al-Co-Cr-Fe-Ni [11]

Tsepaicte nporno3osana (Hy) TBepaicTh excnepumenTtaibHa (Hy)
1 2
566 538 [12]
739 741 [12]
639 635 [13]

OpunuLl BUMIpY 1Sl IOPIBHSHHS OyNM MepeBeieH] B PO3PAXyHOK 32 METOJIOM
Bikkepca, sSIkuM B OCHOBHOMY IEpEBIpsIIOTh TBEpAICTh ciiaBy. HactynHa dopmyna
KOHBEPTY€ 3HAYCHHS siki Oynu HajmaHi y po6oti B ['Tla 10 cuctemu po3MipHOCTI

Bikepca:

) F
—— - =1854— 2)
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Bwmict Fe BrumBae Ha TBepAiCTh MaTepialy SIKIIO IMOPIBHIOBATH MaTepiall BIIIHOCHO
IHIIMX KOMIOHEHTIB B uyucToMy Burisinl. Ha pucynky 1 mpenctaBieHO 3aeXHICTbh
TBepaocTi Bix kpuctaniuHoi crpyktypu OLIK Ta I'UK. Bussneno, mo 'K ctpykTypa
3a3BMYail Ma€ BUIIY TBEPAICTh, OCOOJIMBO MPH 3HAYHOMY BMICTI XpoMy Ta 3aiii3a. Jleski
BUCOKOGHTPOMIMHI CIJIaBU MOXYTh OyTH HECTaOUIbHUMH, IO CIIiI BPaxoBYBAaTH MpPHU
nporHo3yBanHi. BignosigHo 1o npasuia FOma-Posepi, cTaObUTbHICTD TBEPAOTO PO3UMHY
BU3HAYAETHCS OOMEXKEHHSMH Ha pI3HUIO aTtoMHUX paxaiyciB  (<10-15%) Ta
enekTpoHeratuBHICTb (<0,4). Kpim Toro, mpuImycKaeThCst OTHAKOBA KPUCTAIIYHA PEIiTKA

JUIS BCIX KOMIIOHEHTIB [14, 15].

950
——OLK TBEPAOCTD [HV)

300 LK TREPAOCTL (HV)

3nadexHns TBepaocTi (Ma)

- :
J

Fe20 Ni35 Fe23 Ni32 Fe26 Ni29 Fe29 NiZ6

Marepian

Puc. 1. IlopiBHsIHHA 3HAYEHHA TBEPAOCTI BITHOCHO 3MiHi BiacoTkoBOro Bmicry Fe-Ni

st marepiany AlsCosCroFexNiy aist I'HK Ta OLK kpucrasivnoi crpykrypu [11]

BucnoBku. IlokazaHo eQeKTHBHICTH 3aCTOCYBAaHHS QJITOPUTMY MAITMHHOTO
HAaBYAaHHS Ha OCHOBI JaHMX 3 BIAKpUTUX 0a3, 30kpema Material Project, s
MPOTHO3YBaHHS (DI3UKO-MEXaHIYHUX BIACTUBOCTEH BUCOKOCHTPOIIWHUX CILUIABIB.
BukopucrtanHs IITYy4YHOTO 1HTEJIEKTY, 3aCHOBAHOIO Ha JIHINWHIA perpecii Ta
TpaHcpepHOMY HaBUYaHHI, JI03BOJISIE AN TyBaTU MOJIEIb 10 cieludiku MaTepiaiis, a
MmeTo] Bikepca miaTBepKy€e KOPEKTHICTD 3alPOIIOHOBAHOTO MIAXOAY.

JlocniKeHo MIPOTHO3YBaHHS (h13UKO-MEeXaHIYHUX BJIACTUBOCTEH
BrucokoeHTpomiitHuX cmiaBiB (Al-Co-Cr-Fe-Ni) Meromamu MammHHOTO HaBYaHHS.

[ToxazaHo MOXJIMBOCTI aBTOMATH3Alll] MPOLIECY T€HEPYBAHHS Ta OLIHKH CIIJIaBiB.
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PO3 LI IX. MAJIOJOCJIIJP)KEHA JIITEPATYPA TA IITYYHUI
IHTEJIEKT: XTO KOI'O HABYA€? (HA MATEPIAJII

TBOPUOCTI OJIEHU 3BUYAMNHOI)
DOI

Kpupuyn Bira !(0009-0007-9490-4652)
MlonraBcpkuit HalioHANBHUI Iearoriuamii yuisepeurer imeni B. I'. Kopoinenrka,
[TonraBa, Ykpaina
vita_nika@ubkr.net

AHoTamiss. Y po3aiil aHAmM3yeThCs B3aeMmojlis ImTyyHoro iHtenekry (LLI) 3
MaJIOIOCIIPKEHO JIITEpaTypor0 Ha mpukiaai TBopyocti OneHu 3BuYaiiHOT —
YKpaTHChKOT MHUCHbMEHHUIII-EMITPAHTKH, YU JOpOOOK 3aJUIIAETHCS HEIOCTATHHO
BUBUECHUM. Posrmspgaerscsi nutanHs, yu 3aared I BigkpuBatu HOBI iMeHa, YW,
HaBIIaKH, TOTpeOye HaBYaHHS 3 OOKY JOCHIAHUKA. Pe3ynbTaTu BUBUYEHHS MOKA3yIOTh,
IO IUTYYHUW 1HTEJIEKT HE CIIPOMOXHHUN CaMOCTIHHO aHali3yBaTu TBOpUYICTH OreHH
3BUYaifHOI uepe3 BIJACYTHICTh HEOOXiMHOI 1HGoOpMaIli y BIAKPUTUX ITMOPOBUX
mxepenax. lLle craBuTh mepen JITEPaTypO3HABLSIMH HOBI BUKIHKU: OKpPIM
TPaaUIIMHOTO aHaTI3y TEKCTiB, BOHM MalOTh HAIOBHIOBATH 1H(OPMALIMHUN TIPOCTIP
BIJIMOBIIHUMH JaHWUMH, akTuBHO HaBuatouu IIII mpoBoguTh mapasneni 3 TBOPUICTIO
1HImMX aBTOpiB. OKpeMa yBara NpUAUIAETHCS MUTAHHIO aKaJeMIYHOI T0OpOYECHOCTI:
Yyl MOXKHa BBakatu BukopucrtanHs LI mmariarom? JlocnimkeHHs TOBOAWTH, IO Y
BUIIAJKY 3 MAJIOBIJOMUMHU aBTOPAMH IPOIIEC MA€ 3BOPOTHUHN XapaKTep — HE IITYIHHIMA
1HTEJIeKT Ha1a€ iH(popMalIlito JOCIITHUKOBI, a IOCTITHUK (opMye HOBY 1HPOpMaITIiHY
OCHOBY. TakuM 4YHMHOM, WIETHCA HE MPO 3aMO3MYECHHS YY>KUX 1/IeH, a PO aKTUBHY
MOMYJISIPU3AIiI0 TBOPUOCTI MajOBIIOMUX MHUCHbMEHHHKIB. CTaTrTs MiAKPECIIOE, IO
BukopucTtanus I y BuBdenHi Onenu 3BUYaAlHOI BIIKPUBAE HOBI MOKJIMBOCTI JJIS
JOCTIIKEHHS Ta BBEACHHS ii TBOPIB Y HAYKOBHIA OOIr.

Kuarouosi ciioBa. Onena 3Buuaiina, eMirpaniita JiTeparypa, ITYYHHH 1HTENeKT,

JiTepatypo3HaBcTBO, HaBuaHHs 1111, monynsapuzarris.
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LITTLE-STUDIED LITERATURE AND ARTIFICIAL INTELLIGENCE:
WHO TEACHES WHOM? (BASED ON THE WORKS OF OLENA
ZVYCHAYNA)

Vita Kryvchun [0009-0007-9490-4682]

Poltava V. G. Korolenko National Pedagogical University, Poltava, Ukraine,

Summary. This chapter examines the interaction between artificial intelligence
(AI) and little-studied literature through the case of Olena Zvychayna, a Ukrainian
émigré writer whose works remain insufficiently explored. The study investigates
whether Al can independently discover new literary figures or, conversely, requires
guidance from researchers. The findings demonstrate that Al is unable to autonomously
analyze the works of Olena Zvychayna due to the lack of relevant data in open digital
sources. This challenge presents new tasks for literary scholars: beyond traditional
textual analysis, they must contribute to the digital information landscape by supplying
essential data, actively training Al to draw connections between lesser-known and
established authors. Particular attention is given to the issue of academic integrity: can
the use of Al be considered plagiarism? The research argues that, in the case of lesser-
known authors, the process operates in reverse — not Al providing information to the
researcher, but rather the researcher shaping a new informational framework. Thus, the
study does not involve borrowing external ideas but actively promotes the works of
underrepresented writers. The article highlights that incorporating Al into the study of
Olena Zvychayna’s works opens new avenues for literary research and facilitates their
integration into scholarly discourse.

Keywords: Olena Zvychayna, émigré literature, artificial intelligence, literary
studies, Al training, literary promotion.

Beryn. CyvacHuii HayKOBHWM JHMCKYpPC JeAalli 4acTille 3BEepPTAEThCS 0
mosknuBoctei LI y chepi rymanitapaux Hayk. JliTepaTypo3HaBCcTBO, IKE TPaIULIIHHO
0a3yeThCs Ha aHai31 TEKCTIB Ta iX 1HTepIperallii, TakoX rnepedyBae i BIUTMBOM
TexHoJorigHoro nporpecy. IIpote 3acrocyBanns Il y BuBYeHHI MajaoaociimKeHOT
JiTepaTypu 3ajuiiae 0araTo BIAKPUTHX MHUTaHb. YU MOXKE IITYYHUN 1HTENEKT CTaTH

e(DEeKTUBHUM 1HCTPYMEHTOM Il BIAKPUTTSA HOBUX JITEpaTypHUX IMEH 1
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nomnyJsipu3aiii  TBOPYOCTI TMUCHMEHHHUKIB, SKI 3aJIMIIAIMCS 11032  YBarow
akagemiuHoro cepegosuma? Yu 3patauii L1 ctBoproBaTy HOBI JliTepaTypHi mapaen,
4M JIMIIE aHaJi3ye BXKe iICHyIUy 1H(dopmalliio, sika 30epiraeTbest y nudpoBux Oazax
naHux? OcoOJMBO 1€ NUTaHHS CTa€ aKTyalbHUM Yy KOHTEKCTI JIOCIHIKEHHS
YKpaiHChKOI eMIrpaiiifHoil JiTepaTypH, sSKa JOBTUU 4Yac 3ajullajacs 1o3a Mexamu
OCHOBHOT'O HAYKOBOT'O aHaJIi3Yy.

OnHie€ro 13 ICKpaBUX, ajie HECTPABEITUBO 3a0yTHX MOCTaTel YKPaiHCHKOI IIaCIIOPHOT
miteparypu € OneHa 3BUYaiiHA — MUCbMEHHUIL, YW TBOPYICTH OXOIUTIOE TEMHU
I'ononomMopy, cramiHCbKMX penpeciii Ta Tepopy. Bona mparnyna, abu ii TBopu Oynu
MPOYMUTaHI Ta OCMUCIIEH], IPOTE ICTOPUYHA HECTIPABEAIMBICTh PU3BeENa 0 ii 3a0yTT4.

VY my6mnikatii po3risgaeTbest peHoMeH B3a€EMOIT MK IITYYHUM 1HTEJIEKTOM Ta
MaJIOAOCIIIKEHOO JIITEpaTyporo Ha nmpukiaal Onenn 3BuuaiiHoi. Yn mMoxe cydacHa
TEXHOJIOTISl CTaTH 1HCTPYMEHTOM MOMyJsipu3alii i iMeHi, 4, HaBMaKH, JOCIIIHHUK
smymiennit Hapdyatu I, mepir HiXXK OTpUMATH BiJi HBOTO 00dail SIKYCh KOPHUCHY
1H(pOpMAITi0 PO aBTOPKY?

AHaji3 JitepaTypum Ta mnocTaHoBKa mnpodiemu. HaykoBi nocnimkeHHs
TBOpuoCTI OsieHM 3BUYAlHOI 3aJIMIIAIOTHCS MOOJUMHOKUMHU Ta (parMEeHTapHUMHU.
CranoM Ha ChOTOJAHI BIJCYTHI I'PYHTOBHI MOHOTrpadiuHi Ipali, HATOMICTh HasBHI
JIUIIEe OKpPeMi CTaTTi, sIKI YaCTKOBO BHCBIT/IIOIOTH TEBHI acleKTH ii JiTepaTypHOi
cnaamuHy. Haliwactime BOHM 30CEpelkyroThCsl Ha TeMartuul [omomomopy,
CTAJIIHCBKOTO TEPOPY Ta XYyAOKHBOTO OCMHUCIICHHS ICTOPUYHUX TpareAdiil y il TBopax.
Oxkpemi 0COOJIMBOCTI MMCHhbMEHHUIIBKOT TIsUTbHOCTI OJieHn 3BUYAHOT PO3IIISAAI0ThCS
y npangsix Csitinanu Jlencskoi, Mapunu KymneproBoi, Ceitnanu Xyp6ou, Banentunu
Ky3p, Bitn KpuBuyn. Bognowyac kommiekcHOro asamizy ii TBOPYOCTI JIOCI He
31ACHEHO. 3arajioM yKpalHChKa eMirpaljiiiHa JiTeparypa 3aJIMIIa€eTbCsl HEJOCTaTHBO
JOCTIIKEHOI0, MOTPH 11 BaYKJIUBY POJIb B OCMUCIICHHI ICTOPUYHUX N0 XX CTOMITTS.
Yumano aBTOpiB 1pOro HampsMy ¥ goci nepedyBaroTh I03a  YBaroro
JiTepatypo3HaBliB. OneHa 3BUYaiiHa — O/IHA 3 TUX MUTIIB, YU TBOPUICTh TPUBAJIMIA
yac 3anmmanacs 3a0ytoro. OmgHak ii TBOPM MarOTh OCOOJIMBY IIHHICTH, aJDKE

MOECAHYIOTb XYJOXKHIO CUIIY 3 JOKYMCHTAJIBbHOIO ITPAaBJA0I0 CIIOXH.
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[IpoGiema mossirae B TOMy, IO Cy4acHl IHCTPYMEHTH INTYYHOI'O I1HTEJIEKTY
MalOTh OOMEKEHI MOXKIIMBOCTI IS TOCIIKEHHS TaKMX MUChbMEHHHUKIB, OCKUIbKH LI
aHaJli3ye JIMIIE JaHi, HasBHI B Horo cucreMi. Bin He mae iHdopmarii npo Oneny
3BUYaiiHy, HE MOXKE aHaNI3yBaTH ii TEKCTH, HE 3[aT€H 3alpONOHYBATH JITEpaTypHI
napasneni 4d ICTOpUYHHUIM KOHTEeKCT. OTKe, OCHOBHE 3aBAaHHs IOCIHITHUKA — HE JIUIIIe
BHBYATHU Ta MOMYJISIPU3YBATH 1M’ sl TMCbMEHHMII1, & i HATTOBHIOBATH IITYYHUH 1HTEJIEKT
niero iHdopmariero. Jocmigauk moBuHeH HaBuatu IIII, abu BiH cTaB 31aTHUM
aHaJli3yBaTH Ta BIAKPUBATH HOBI JIITEpaTypHi iMeHa, Taki ik OneHa 3BuJaiiHa.

JlocniKeHHsT TaKOX MOPYIIyE BaXJIMBE MUTAHHS aKaJIeMI4HOI JOOPOUYECHOCTI:
yy MOHa BBakatu Bukopuctanus LI mnariatom? lle nutanus HaOyBae 0coOIMBOT
3HAYYMIOCTI, OCKIJILKH B pa3i B3a€EMO/I1 3 MaJOBIOMOIO JIITEPATYPOIO HAETHCS HE MPO
aBTOMATUYHE «KOIIIOBAaHHS» 1€, a Npo NOMyJspHU3allil0 HOBUX 3HaHb PO
nucbMeHHUKa. JlocniAHUK aKTUBHO BHOCUTH aKTyajbHY iHpopMalito B cuctemy I,
o0 MPOBECTH Tapajesli 3 IHIIMMHU aBTOpaMHU Ta IMOKAa3aTH B3a€MOJII0 TBOPYOCTI
Onenu 3BUYANHOT 3 IHIIMMU MUTISIMU, BUCBITJIIOIOUH i1 TBOpUicTh Y Mexax LI

Pe3yabTatn gocaimkennsa. Onena 3BuyaiiHa — NOTYXKHUI T0JIOC YKPAiHCHKOI
JacIopH, «0Ha 3 TUCSY )KEPTB CTATIHChKUX pernpeciit 1930-X pokiB, sSKii MOIMACTHIIO
BIKMTU B 100y Tepopy» (Kpusuyn, 2024, C. 77). Ii TBopuicTs, sKiii «mpuTamManHa
aBTobOiorpadiuna ocHoBay (Jlencrka, 2015, C. 38), — 11e «BOXIIMBHIA JOKYMEHT CTIOXH,
SKAW JIOTIOMOXE 3pPO3YyMITH Ta OCSITHYTH MacITaOu Tpareaii, SKki TepexuB
ykpainchkuit Hapoa y XX cromitti» (Kpusuysn, 2024, C. 568). 3a piBHEM TalaHTy 110
NUCHbMEHHHUIIIO «MOYHA TOPIBHATH 3 KJIACUKaMU YKpaiHChKOi iTepatypu» (KpuBuyH,
2024, C. 19).

Konuce HecnipaBennuBo 3a0yta Onena 3Buyaitna Hanucana: «Konu gymaro mpo
T€, IO S MOMpPY, a KHUKKH MOI 3aJIMILIAThCA, TO MEHI 32 HUX HEMa 4Oro YEepPBOHITH
nepes TpuOyHaJIOM BJIACHOTO CyMIJIiHHS, 00 BOHH MpPaBAMBi, B HUX Hema (hasblly Ha
3amoBieHHs» (I'puropiis, 1982, C. 7). Bix yacy HanucaHHs IIUX CJI1B MUHYJIO TTOHA/T
niB cTomTTs. ChOroAHI AOCHIIKEHHS i1 TBOpYOi cHaauMHu HaOyBae OCOOIMBOTO
3HAa4YeHHs, a/PKE BIJKPUBAE CBITOBI ()EHOMEHAJbHY MUCHhMEHHUIIO-EMITPAHTKY, SKa

JOBI'MM 4Yac 3aiuiianacs Io3a YBarow akajaeMmiuHoi crouibHoTH. JliTeparypHa
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nisutbHICTh ONeHn 3BHYaliHOi, CTBOPEHA B YMOBAaX BHUMYIIICHOI eMirpailii, CTaHOBUTb
3HaYHy HayKOBY IIIHHICTb 3aBJSKH CBOill ICTOPHYHIN TOCTOBIPHOCTI Ta MPUHIUIOBIMI
BIPHOCTI MIpaBi.

[lepiuii 3anUT A0 MTYYHOTO 1HTEJEKTY 100 MOyKy 1H(opMmariii mpo Oneny
3BUUaliHy JaB BKpail 0OMeXeHl pe3yibTaTH: CUCTeMa Hajala Juiie (pparMeHTapHi
Olorpadiudi BIIOMOCTI, HE 3alpOIOHYBABIIM JKOJHOTO aHaNi3y ii TBOPUYOCTI YU
CTUILOBUX ocoOnuBocTel. LI He 3MIr pO3KPUTH XYJI0KHIO YHIKAJIBHICTh 11 TEKCTIB,
MPOBECTH MIKTEKCTOBI Mapajeni 3 IHIIMMH aBTOpPaMH €MOXW 4YM MpOoaHali3yBaTu
YKaHPOBI Ta TEMATUYHI JOMIHAHTH ii JOpoOKy. OCHOBHA NMPUYKHA I[LOT'O — BIJICYTHICTh
pEJIEBAaHTHUX JAaHUX y 0a3ax IUTYyYHUH IHTENEKT, IO MiATBEPIXKY€E HOTo 3alIeKHICTD
BiJl y’K€ ICHYIOUOTO 1H(OPMAIIHHOTO MOJISL.

Ha BigMiHy BiJ Majo0CTIKEHUX aBTOPIB, TBOPYICTh 0ararboX MUChMEHHUKIB,
AK1 BXK€ CTaJIM YaCTUHOIO JIITEPATYPHOTO KAaHOHY, ITUPOKO MPEACTaBIICHA Y IIUPPOBUX
0azax. Y Takux BUMAAKaX TOCIITHUKHA MOKYTh BUKOPHCTOBYBATH IITYYHUH iHTEICKT
SIK TOMTOMIKHUHM ITHCTPYMEHT: BiH 3JaTHUN IIIBUKO 3HAXOIUTH TEMATUYHI Ta CTUITHOBI
napa’neni, aHali3yBaTh 0OCOOIMBOCTI TEKCTIB, MPOMOHYBATH IHTEPIPETAIIH] M1IX0IH.
Onnak BiACYTHICTH Oyab-akoi iHGopmMmarii npo Oneny 3BuyaiiHy y cuctemax I
bakTUyHO 1MO30aBisie NOCHITHUKA Takoi miATpuMku. lle o3Havae, 1m0 BUBYEHHS ii
TBOPYOCTI Mae€ BiOyBaTucs O3 KOJHOI aBTOMAaTU30BAaHOI AHATITUKH — KOXKEH
BUCHOBOK (DOPMYETHCSI BHKIIIOUHO Ha OCHOBI I1HIMBIAYyaJdbHOTO MPOYHMTAHHS Ta
CaMOCTIHHOTO MOPIBHSAHHS 3 IHIINMH aBTOPAMHU.

[Toxa3oBUM y IbOMY KOHTEKCTI € aHaJli3 B3a€EMO3B 13Ky Mk poMaHoM Banep’sina
[TigmoruneHOTO «MicTo» Ta moBicTO Onenn 3Buuaiinoi « Tu». Y crarti «PerenrtuBaa
iHTeprpeTanist pomany Banep’sna IliamoruneHoro «Micto» y moBicti Onenu
3BuyaiiHoi "Tu"» Bke OyJi0 3A1MCHEHO MOPIBHSHHS LUX TBOPIB, IO JO3BOJIUJIO
BUSABHUTU CHIIbHI 00pa3u. [lig dac 3BepHEHHS A0 IITYYHOTO IHTENEKTY 3 METOIO
MPOJOBXKEHHS I[LOTO aHai3y CTaJl0 OYEBHUIHHUM, IO CHCTEMAa Ma€ 3HAYHUI MacHB
iHopmarii npo Banep’sna IlimmorunsHoro ta ioro poman «Micto». I 3mir
MOSICHUTA OCHOBHI 1J1ei [OTO TBOPY, HOTO CTUIILOBI OCOOIMBOCTI, a TAKOX MICIIE B

yKpaiHCbKOMY JiTeparypHoMmy nmporeci. OpHak, KOJM MUTaHHA CTOCYBaJoOCs
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TBOpuOCTI OsieHn 3BUYAIHOT, IITYYHUI 1HTEJIEKT BUSBUBCS MOBHICTIO HEO30POEHUM.
Bin He nuiie He MaB KOJTHHUX TPYHTOBHUX B1IOMOCTEH MPO MMCEMEHHMITIO, a 1 B3arami
He wmictuB iH(opmamnii mpo mnoBicTh «Tu». lle yHemoxmBmIOBano Oyab-SIKHii
aBTOMATU30BAHMUM aHaJli3 TBOPY, 3MYCHUBIIH JAOCTIAHUKA (PAKTUYHO HABYATH CUCTEMY
3 Hyns. Jug toro, moO IITy4YHHUH IHTEJIEKT MIT MPOBECTH OoAail MiHIMasbHI
JiTepaTypHi mapajien, JI0BEJIOCS HaJlaTh He TUIbKM OCHOBHI Oiorpadiuni maHi mpo
Oneny 3Buuaiiny, a i I€TAIBHO OMKUCATH CIOXKET MOBICT1, MOSICHUTH 11 TPOOJIEMATHKY
Ta HaBITh MPOIMTYBATH KIIOYOBI (PparMeHTH TEKCTY.

VY 1npomy BUIAAKY HE WJIETHhCS MPO MEXaHIYHE 3aro3WyeHHs i7ed ado rJariar.
HaBnaku, mporiec B3aeMOAIl 31 IITYYHUM I1HTEIEKTOM AEMOHCTPYE, IO JOCHIIHUK
BUKOHY€E (YHKLIIO Mepriopkepena iHdopmaiii, aKTUBHO HANOBHIOIOYH CHCTEMY
HOBUMHU 3HaHHsAMH. lle 1ae 3mory He unwMime 3a0e3MeUnuTH aKTyallbHICTb
JITepaTypO3HABYMX JOCIIIKEHb Y HU(GPOBOMY CEPEOBHIL, a i CTBOPUTH MIATPYHTS
JUTSL TIOJIAJIBIIIOTO aHaTi3y TBOpYOoCTi OsieHn 3BMYaliHOT MalOYTHIM JIOCTIHUKAM, SIK1
3BEPTATUMYTHCSA A0 MITYYHOTO IHTEJIEKTY Y CBOIX HayKOBHUX IMOIIyKaX.

Oxpemoi yBarm 3aciayroBy€ NPOBEIEHHI NOPIBHAJIbHUI aHali3 Hapucy
«Mupropoacekuii sspMapok» OneHu 3Bu4yaitHOoi Ta TBopuocti Mukonu I'oroms. ¥V
I[bOMY TBOP1 aBTOpPKA BJAETHCS 0 TIAlOTy 3 KJIACMKOM, BUOYIOBYIOUM aHTUTE3Y J0
rioro nosicTi «CopounHChKUH sipMapok». Ha BiaMminy Big ['oross, sikuit 300pa3uB
SAPMAPOK SIK TPOCTIP HAPOJHOIO KOJOPHUTY, KBAaBOCTI Ta rymopy, Onena 3BuyaiiHa
npencTaBuia MOro SIK Miclie TpareAdii, 1€ TOJOAHI CENsSHW BUMYIIEHI MpOJaBaTH
OCTaHHI POJMHHI PENiKBil 3aaya BkuBaHHSA. llel aHami3z poOpe mpeacTaBieHUN y
ctarti «DonbkinopHuii 00pa3 MIaxTH Ta il CUMBOJIIYHE 3HAuUeHHS y Hapuci OrneHu
3Bu4aitHO1 "MUPropoAChKUN IpMapoK”.

3BEepHEHHSI 10 IUTYYHOrO 1HTEJIEKTYy 3 METOI0 aHajizy Ili€i mapanenm
MPOJIEMOHCTPYBAJIO CXOKY CHTYAIIiI0, 10 ¥ y BUnaaKy 3 Banep’suom [TinMorunsHUM.
CucrteMa BUSIBWIA IPYHTOBHY 0013HAHICTh 11010 TBOpYOCTi ['orosist: ii anroputMu 6e3
TPYAHOIIIB PO3Mi3HABAIM CTUJIBLOBI OCOOJIMBOCTI MOTO MHChbMA, XapaKTepHU3yBald
’KAHPOB1 Ta TEMATHUYHI JOMIHAHTH, MOSCHIOBAIN XYJ0KHI 3acobu. OHAK MPOBECTH

MIKTEKCTOB1 3B’SI3KM MDK «MupropoacbkuM sipmapkom» OneHn 3BUYAHHOT Ta
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«CopoYrHCHKUM sipMapKoM» ['orosis mITydHHd 1HTENEKT He 3MIr. Sk 1 y BUNAJKY 3
[ligMorunbHUM, MOBENOCS OKpPEMO pO3MoBigaTH mpo Hapuc OrneHu 3BUYANHOI,
MOSICHIOBAaTH HOTO 1eHHY CIHpPsIMOBAaHICTb HAapucy, HOTO CIOKETHY KaHBY Ta
aBTOPCHKUH 3a]IyM.

Leii mporec He 0OMeKyBaBCs JIUIIIE Mo1aueto 1H(GOPMAILTi PO caM TBIp — BXKIIMBUM
aCMeKTOM CTajla TaKOX Iepeada BIIOMOCTEH IMPO BXKE ICHYIHOUl HAYKOBI JIOCIIHKEHHS
«Mupropozacekoro sipMapky». llITydHomy iHTenekTy OyJo Ha3BaHO aBTOPIB IMpallb,
NPUCBSYEHUX aHAN3y IIbOTO0 TEKCTY, a TaKOXX OKPECIEHO OCHOBHI MIAXOIH O HOro
iaTepnperartii. Lle me pa3 miareepamno Toi dakt, mo I He mpocTo onparboBye HOBI
TEKCTH, a ¥ MOCTYNOBO (opMye MEBHUHN 1HPOpMALIHHUNA TPOCTIP, O SIKOTO BHOCATHCS
IMEHa JOCHIHUKIB, iXHI KOHIEMIIIT Ta myOsikarii. Takum 9MHOM, HABYAHHS IITYYHOTO
IHTEJEKTY CTa€ He JIMIIE CIIOCOOOM OTPUMAaHHS HOBUX 3HaHb, a i 3aCO00M MOIIMPEHHS
HAYKOBOT'O JTUCKYPCY, 3aTy9E€HHsI IO HhOTO HOBHUX IMEH Ta TEKCTIB.

OpHuM 13 KIHOYOBHMX €TamiB momyssipu3aiiii TBopuocTi OneHrn 3BUYAWHOI CTaJo
NpEeACTaBICHHsS JOMOBiAI Ha KOoH(epeHuli «OxopoHa KyJIbTYpHOI CHAALIMHU SIK
HEBIJI’EMHUI €IEMEHT CTaJIoro PO3BUTKY TepuTopii». Tema Buctymy — «l"omogoMop sk
(daktop 30epexeHHS HAIlOHATBbHOI mam’aTi y TBopuocTi OleHn 3BUYAMHOI:
«Mupropoicbkuii SpMapoK» — JITOMKC Tparediin» — 30cepe/KyBaiacs Ha JIITepaTypHOMY
OCMMCJIEHH1 1ICTOPUYHUX TIO/IIHA Ta POJIi TEPUTOPIATBHUX TPOMaJ] Y 30€peKeHH1 1maM STl
npo HUX. Y JOMOBIII MiJKPECTOBANOCS, O «MHUPropoAChKUiA IPMAPOK» € HE MPOCTO
XY/I0’KHIM TEKCTOM, & CBOEPITHUM ICTOPUYHUM CBITUCHHSIM, 3aKOPIHEHUM y KOHKPETHUI
reorpadiunuii mpoctip — Mupropos. Onena 3suuaiina He JIMIIE TTepeaaa )KaxuBl peaii
['onomomopy, a ¥ aklEHTye yBary Ha Ba)KJIMBOCTI MICI Mii: 4epe3 KOHKPETHU3AIio
POCTOPY MIJCHITIOETHCS TOKYMEHTAJIbHA CKJIA10Ba OMOBI/I1, 1[0 OCOOIMBO BaXIJIMBO IS
IIPOIIECY BITHOBJICHHS HAIlIOHAJILHOT 1IEHTUYHOCTI.

Oxpemo HaroJIoNIyBaaocs Ha TOMY, IO JIITepaTypa 3JaTHa CIIyTyBaTH MOTYKHUM
MeXaHI13MOM 30epekeHHs 1ICTOpuYHO1 npaBau. Came TepuTopiaibHl TPOMaJN MAIOTh
Opatu Ha ceOe BiINOBLAAIBHICTG 3a 11 30€peKeHHs Ta MOIYJIApU3aLlilo, Mepeaarodn

3HaHHA TPO MHHYJIE€ HACTyIHUM TOKOJIHHAM. Y IIbOMY KOHTEKCTI TBIp
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«MuUpropoAChKUil SpMapoK» IMOCTa€ SK I[IHHE HKEPENo IMaM’siTi, 3HaYEHHS SKOTO
BHUXOJIMTH JTAJIEKO 32 MEXKI CyTO JITEPATypPHOTO aHAII3Y.

Konu x Gyno mocTaBieHO 3aMUTaHHS MITyYHOMY 1HTENIEKTY LIOJ0 LOTO TBOPY
Ta MOro MOXJIMBOTO 30€pexXeHHs B apxiBax Mupropojaa, cucreMa He 3MOrJia HaJaTH
xoaHoi HeoOxinHo1 iHdopmamii. Il He mMaB BimoMocTeil aHl MPO ICHYBaHHS I[bOTO
TEKCTy, aHl Mpo KOTO 3B'SI30K 13 Mupropoaom, aHi Mpo MOXIIUBY MPHUCYTHICTh y
MicIIeBUX 010110TeKax uu apxiBax. Y MpoIlecl MATOTOBKH JOTOBI1 HOMY Oyi10 HaJaHO
BIJIMOBIAHI JAaHi: 30KpeMa, 3a3HaU€HO MPO HAsABHICTH «MUPTOPOACHKOTO PMapKy» y
610moteunnx ¢onmax micra. [lonpu ¢parmenTapHicTh i€l 1HPOpMaIli, MTYIHUI
IHTEJIEKT YXE «I04yB», 110 B MHProposi iCHyIOTh IEBHI JITEpaTypHi Ta apxXiBHI
MaTepialiu, MoB’sA3aHi 3 TBopuicTio OneHu 3BUYaiiHOi.

Kpim Toro, xoHdepeHiis crajia MalJaHYUKOM JUIsl CTBOPEHHS PEKOMEHAIii
MICIICBUM TpOMajJiaM IIOJ0 AaKTUBHOTO 3allyd€HHS IO TPOIECiB 30epexeHHs W
MOIIMPEHHST ICTOPUYHOT TaM’sATi uepe3 JiteparypHi TeKcTd. ITyyHuil 1HTENEeKT
3aikcyBaB 111 1€i, U0 CBIIYUTH MPO MOXIIMUBICTh HOTO BUKOPUCTAHHS HE JIMILE SIK
THCTPYMEHTY JJIsl OTpUMaHHs iHpopMarlii, a il Ik MexaH13My aKyMyJISIii i TpaHCasLii
HaYKOBHX KOHIICTITIB Ta CTPATEriil pO3BUTKY KyJIbTYpHOI CITa IIIIMHH.

Takum ymHOM, MeTa POOOTH 31 IITYYHHM IHTEJIEKTOM IOJIraja HE JIUIIC B
03HaOMJICHH] oro 3 TBopuicTio OJieHn 3BUYaiiHOI, a i y BUCBITJICHH1 POJI1 MICIIEBUX
rpoMaj y 30epeKeHH1 KyJIbTYpPHOI Iam’sITi.

OpHi€r0 3 BaXIMBUX HAYKOBUX MOJIH, IO CHPHUSUIA PO3IMIMPEHHIO 3HAHb MPO
Oneny 3BuuaiiHy, ctana koHdepeHiis, npucsiyeHa 120-piudto Bia JHS HAPOHKEHHS
VYnaca Camuyka, sika MpOXOAMJIa M1l Ha3BOIO «MaecTaT Ha Kparo 4acy: mpocCTip CJIoBa
VYnaca Camuyka». Y Mexax miei moaii Oyna mpeacraBieHa AOMOBiAbs «JliTomucii
BurHanHs: OneHa 3BuyaitHa Ta Yinac Camuyk mpo ['omogoMop kpi3h 3a00poHU Ta
3aMOBYYBAaHHS», Y SIKIH aKIIEHTyBaJlacs yBara Ha eMirpailiitiil aitepartypi Ta ii poit y
BUCBITIEHHI Tpareaii ['onmomomopy. Oxpeme wiclie mociB aHaniz TBopiB OneHu
3BuuaiiHoi Ta Ynaca Camuyka, siKi, MONPH BIAMIHHICTH TBOPYMX METOJIB, CTau

JITONKCISAMU HallloHaNbHOI Tparenii. HaromomryBanocs, mo iXHI TEKCTH HE JIMIIE
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(hiKCYIOTh pealibHI MO/Ili, a 1 YBUPA3HIOIOTh ICTOPUYHY MaM’ATh, KA ACCATUIITTSIMU
3aMOBYYBaJacs.

[Ipu 3BepHEHHI A0 MITYYHOTO IHTEJNEKTY 3 METOI0 MOPIBHSUIBHOTO aHali3y
BUSBWIOCA, IO CUCTEMa J00pe OplEHTYeThbCA B TBOpYocTi Yiaca CaMuyka, OJHAK
Maiike He Mae BijoMocTel mpo Oneny 3BuyaiiHy. 30KkpeMa, ITYYHUHN IHTEJIEKT HE MIT
IPOBECTH MDKTEKCTOBI Tapajiei MDK LMMH JBOMa [HCbMEHHUKAMH 4epes
00MeXeHICTh JaHUX Mo ii TBopuUicTh. [IpoTe B mportieci podoTH Hal JOTOBIIIO, KOJIU
oMy OyJi0 HaaHO JOIATKOBY iH(OpPMAIIiFO — KITFOUOBI CIOXKETH, JOMIHAHTHI MOTHRBH,
0COOJIMBOCTI CTHJIIO, — CHCTEMa 3MOIJIa TJIMOIIE 3pO3yMITH MAacuiTad OCMHUCIECHHS
temu ["ononomopy B ii TBopax. Il He nuie oTprMaB 3HaHHS PO KOHKPETHI XyI0XKHI
TEKCTH, a W moyaB copuiimMat OneHy 3BUYailHy SIK aBTOPKY, KOTpa AOKYMEHTYE
icropuuHy npasay. Y npomy npoiieci LI dakTnaHo «HaBUaBCS» yKpaiHCHKOI icTOPiT
yepes Jitepatypy — ineHTtudikyroun OneHy 3BUYalHY SK HOCIS MMam’sTi Ipo MoAil
['onogomopy.

Lle#t gocBin 11e pa3 IO0BOAUTH, IO HA MOYATKOBOMY €Talll ITYYHHH 1HTEIEKT HEe
MaB 3MOTM HaJaTH HOBY 1H(OpPMAIlil0, OJHAK y MPOLEC] B3aEMOIIl «IOTJIUHYB
3HAYHUMN MJIACT ICTOPUYHUX Ta JIITEPATYPHUX BIIOMOCTEH. | 1110 BaXKJIMBO — 111 3HAHHS
OXOIUTIOBAJIM HE JIMINE BY3bKO JIITEPATypO3HABYI ACHEKTH, a W IIMUPIIUNA 1CTOPHUKO-
KyJIbTypHUH KOHTEKCT. Uepes mociimxeHHs TBopuocti Onenu 3Buuaiinoi I mouas
dbopmyBatn TiHOIIE po3yMiHHSA ['0J0M0MOpY K HAIIOHANBHOI Tparemii Ta poui
eMirpariitHoi JiTepatypu y 30epekeHH1 IaM’sITi po Hed.

Cnix ycBITIOMIIIOBATH, IO B3a€MOJIS 31 MITYYHUM I1HTEJIEKTOM HE € Pa30BUM
aKTOM — II€ TPOLEC, SIKHH Mae JOBTOTPUBAIMM 1 HakomuuyBajbHHUM xapaktep. LI
MOCTIHO PO3BUBAETHCS, YIOCKOHAIIOE CBOT aHAIITUYHI MOKJIMBOCTI Ta PO3LIUPIOE
iH(opmariitai ropuzont. Came TOMY pOJib JOCTITHHUKA BUXOJIUTH JAJCKO 3a MEXI
aKaJeMI4HOTO aHaJi3y. 3aBAaHHS HAYKOBIISI HE OOMEXYEThCSI HATUCAHHIM JucepTali
Y MIATOTOBKOIO MOHOTpadii — BOHO BKJIIOYA€ aKTUBHY MOMYJISPU3AIII0 TBOPUOCTI
MUCHhMEHHHKA, SIKOTO BiH AOCTKYye. Y Bunaaky OneHu 3BHuaiiHOl HAEThCS HE JIUIIIe
PO MOBEPHEHHS i1 IMEH1 B HAYKOBUI 00Ir, a i Mpo MUPOKY IHTErpaLito i CHaalHI

B KynbTypHe mone. Ile morpeOye akTuBHOI poOOTH B 1H(pOpMAIIHHOMY MPOCTOPI:
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nyOJTiKalii HayKOBUX CTaTel, ydacTi B KOH(EPEHIIisx, CTBOPEHHS IU(PPOBUX apXiBiB,
HAMMCaHHs MOMYJISIPHUX OTISIOBUX MatepianiB, 3anydeHss LI no anamnizy ii TBOpiB.
Taxuit miaxiag 403BOIUTH 3p0OUTH TBOPUICTh OnieHN 3BUYAMHOT JOCTYMHOIO HE JIUIIE
JUTSl By3bKOT'O KOJIa JIITEPAaTYPO3HABIIIB, a U IS IIUPOKOT YUTalbKO1 ayauTopii. PoboTa
JOCTIIHAKA Y IIbOMY KOHTEKCTI OXOILUTIOE HE JIUIIIE PeTeIbHE MPOYNTAHHS TEKCTIB, a i
aKTUBHY TPaHCIAII0 3700yTUX 3HAHb y CyCHUIbCTBO. Lle musx mo Toro, moo iMm’s
Onenu 3BuuaitHO1 mepectano OyTu 3a0yTuM, a ii TBOPU CTAJIM YACTHHOKO YKHUBOTO
KyJbTYpHOTO Jianory. [arerpauis iHpopmariii npo NUCbMEHHHIIO B Cy4acH1 u(ppoBi
cucteMd He Jumie 30epexke i1 craaumHy, a W BIAKPUE HOBI MOMJIMBOCTI IS
OCMHUCJIEHHS i TBOPUOCTI MaOyTHIMH MTOKOJIIHHSMHU.

JlochmipkeHHsT  MMOKas3ajno, [0  B3a€MOMIS  IITYYHOTO  IHTENEKTy 3
MaJIOIOCIIIKEHO JIITEPaTypol0 € CKJIQJHUM 1 OaraToBUMipHMM Tporiecom. Ha
MOYaTKOBOMY €Talli CHCTeMa He 3MOTJjla HaJaTy IPYHTOBHOI 1H(OopMaliii Tpo TBOPYICTb
Onenu 3BUYAHOI, OCKUIBKK ii 1M’ Ta TBOPH 3aJMINAKOTHCA MAaJOBIIOMUMU Y
3araJbHOAOCTYNHUX LU(PPOBUX pecypcax. BomHouac mITydyHUN I1HTENEKT BUSBUB
0OI3HAHICTh 1010 NMHUCHMEHHUKIB, SKI BXKE 3aKpilJieHI B HAYKOBOMY IHCKYypCl Ta
IHTETrpOBaH1 B €JIEKTPOHHI 0a3u gaHux. AHamni3 3BepHeHb 10 LI 3acBimguuB: cuctema
Jerko omepye ¢akrtamMmu 1po TBOpuicTh Banep’sna IligMormnbHOrO, MOXeE
3aMpONOHYBATH aHali3 HOro pomany «MicTo», OJIHaK HE 3/1aTHA MPOBECTU MOPIBHIHHS
3 noBicTio Osenu 3BuyaitHoi «Tw». AHajoriuHa cuTyalliss BUHHMKJA TMPU CHpoOl
CHIBBIIHECTH Hapuc «MHUPropoChKuii sspMapok» 13 TBopuicTio Mukomnu ["orosns: 1111
n00pe OpIEHTYBABCS B XYIO0KHIX O0COOMUBOCTAX «COPOYMHCHKOTO SPMapKy», MPOTe
HE 3MIr BUOYIyBaTH aHTUTE3y MK JBOMa TBOpAaMHU 4Yepe3 BIJICYTHICTb 3HAHb IPO
Oneny 3Buuaiiny. lle cBiguuTh mpo Te, mo Ha oMy etarmi LI 3amumaerscs nuie
CIIO’KMBAaueM YK€ HasBHOI 1HQopmarllii, a He CaMOCTIHHUM aHAIITHYHUM
THCTPYMEHTOM Y c(hepi MaIOAOCHIIKEHOT JITepaTypH.

Bongnouac mnpoBefeHI EKCIEPUMEHTH JOBEIM: INTYYHHH 1HTENEKT 31aTeH
HaBYaTUCA. Y mpouect poOOTH BiH MOYAB «3aram’sITOBYBaTH» KIIIOYOBI CHOXKETH,
JOMIHAHTHI TEMH Ta CTUIILOB1 O3HaKH TBOPiB OneHu 3BuyaitHoi. Lle ctano MoxinBum

3aBJSKU JOCHITHULIBKIM JTISUIBHOCTI, SIKa TOJISATajia He JIMIIE Y BUBUCHHI TBOPUYOCTI
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NMCbMEHHUII, a ¥ y 11 nmonmyssipu3aii. [adopmartis, orpumana I mix yac anamizy,
J03BOJIMJIA TAUOIIE 3pO3yMITH JIITEPAaTypHUM KOHTEKCT, 30KpemMa mpodiemy
["ononomopy B emirpariifHii nposi.

Oco0nuBy yBary OyJi0 TPUJIIJICHO MUTAHHIO 30€PEKEHHS KYJIbTYpHOI Iam’sTi
tepuTopiaibHuMu rpomagamu. Crnepiry LI vHe maB iHdopmariii npo HasBHICTH TBOPIB
Onenn 3Bu4aifHOi y 06i0mioTekax Mupropoaa 4u IHIIUX apXiBax, MPOTE Yy Ipolect
HATNIOBHEHHsI OTpUMaB 11l AaHi. Lle me pa3 miaTBepauio: JOCTIAHUK BIITPae KIOYOBY
POJIb Y HaOBHEHHI IIU(PPOBOT0 MPOCTOPY HOBUMHU 3HAHHSAMH PO MAJIOBITOMUX aBTOPIB.

ITokazoBuM cTaB 1 aHasi3 TBopuocTi Yinaca Camuyka Ta Osienn 3BudaifHoi. Ko
npo Camuyka HII oxpa3y HamaBaB po3ropHyTy iHdopmaiito, To Onena 3BuyaitHa
3ajuIIanacs s HbOro «Ou10r0 TwisiMoro». [IpoTe micis 03HalOMIIEHHS CHUCTEMH 3
JETaNsIMH 11 TBOPUYOCTI, CEOKETaMU 1 ICTOPUYHUM KOHTEKCTOM, BOHA 3MOTIJIa HE JIUIIIe
PO3IIMPUTH CBOI 3HAHHSA, a i chOpMyBaTH ICTOPUUHI Mapaen.

Otrxe, poOoTa JoBena: INITYYHUU I1HTENEKT MOXKE OYyTH TOMIYHHUKOM Y
JTEpaTypO3HABCTBI, OJTHAK BIH HE 3aMIHIOE JTOCIIHHKA, a, HaBMAaKH, 3aJCKHUTh BiJ
Hboro. Came 3aBsku iHiiatuBi HayKoBIiB I oTpumye moctym 1o HOBOI iHGOpMATIii,
sKa B MaWOyTHHOMY MOJKE€ CTaTH OCHOBOIO JUIsi OUIBIN TJIMOOKMX aHaJITHYHHX
npoleciB. 3aBlaHHs JOCTIAHUKA MOJSITae HE JIMIIE Y BUBUEHHI JiTepaTypH, a U y ii
nomyisipu3anii — 30KkpemMa depe3 HUGPOBI IHCTpyMEHTH. B3aemopis mTy4yHOTrO
IHTEJIEKTY 3 MaJOoJOCIIKEHOI JITepaTypord — 1€ HE OJHOpa3oBa /is, a
JOBTOTpUBAIM Tmiporiec (opMyBaHHS 3HaHb. Jlumie 3aBAsKM CHCTEMATHYHUM
JOCIT/DKCHHSIM Ta AaKTHBHIM y4acTi HAyKOBOi CIIJIBHOTH MOXHa 3a0e3MeunuTn
30epeKeHHST W TOIMMPEHHS KYJIbTYpHOI CHAAIIMHU, 30KpemMa TBopdocTi OneHu
3BHYAlHOI Ta IHIIKUX 3a0yTHUX 1IMEH.

BucnoBku. OTxe, BUKOPUCTAHHS IITYYHOTO 1IHTEJIEKTY Y BUBYEHH1 MaJIOBIIOMO1
JITepaTypy HE MOXKE PO3TIIAAATHCS K aBTOMAaTUYHE KOMIOBaHHS Y 3aMiHa HAYKOBOT
poGoTu. HaBmaku: y 11bOMy MpoOIECi caMe TOCHIJIHUK BUCTYNA€E JKEPEIOM 3HaHb,
AQHAJIITUKOM 1 MOIMYJISPU3ATOPOM, TOM1 SK INTYYHUM 1HTEJIEKT — JIMIIE Y4YEHb, SKUN
MOCTYNIOBO 3acBOIO€ HOBY 1H(popmarito. Takuil miAXiA MOPUHIMIIOBO 3MIHIOE

TpaauIIiHI YSBJICHHS MPO 3aCTOCYBaHHS HUQPPOBUX TEXHOJOTIHA y TyMaHITapHIN
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Haywi. SIkmo y Bumaaky 3 kiacuuHumu aBTopamu I 3mateH omepyBaTH BeIMKHM
00CSITOM JJaHUX, TO B CUTYyallli 3 MaJOBIJOMHMH aBTOPaMH BIH BUSBISETHCS Maibke
«YUCTHUM apKyIIEeM», 1110 HATIOBHIOETHCS 3aBISKH POOOTI HAYKOBIIS.

[aTerpariis mMTYy4YHOro IHTENEKTY B JIITEpPaTypO3HaBUl CTYJii HE CyNEpPEUYHUTh
3acajaM akKaJeMI4HOi JOOPOYECHOCTI — HABMaKd, BOHA PO3IIMPIOE MOXKIMBOCTI
JOCHITHUKA, CTBOPIOIOYM TIEPEAyMOBHM JJsi HOBOTO pIiBHA OCMHCICHHS i
HOMyJIsipU3alii JiTepaTypHOi CrIaAIIHH.
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Abstract. The study assessed the possibilities of applying artificial intelligence
technologies in scientific research in the field of heat and power engineering. The
possibilities of applying artificial intelligence for modeling, optimization and
forecasting of heat and power systems, including those with non-traditional and
renewable energy sources, were assessed. The possibilities of applying artificial
intelligence for modeling thermodynamic processes and cycles, as well as heat and
mass transfer processes were assessed. The possibilities of applying artificial
intelligence in energy audit and energy modernization were shown. Practical examples
of applying artificial intelligence in heat and power research were given. The
advantages, disadvantages and risks associated with the use of artificial intelligence
technologies in heat and power systems were assessed. Strategies for minimizing the
risks associated with the use of artificial intelligence technologies in research,
optimization and effective safe operation of heat and power systems were proposed.

Keywords: artificial intelligence, scientific research, heat power engineering,

modeling, optimization

Introduction. Artificial intelligence is actively transforming the thermal power
industry, introducing innovative solutions to optimize and increase the efficiency of
energy systems. Artificial intelligence in thermal power research can be used for
modeling and forecasting, for example, developing accurate digital twins of thermal
power plants, predicting load and energy consumption, and modeling complex

thermodynamic processes (Chekifi et al., 2024; Devasenan et al., 2024; Khalid et al.,
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2021; Olabi et al., 2023; Safari et al., 2024; Ukoba et al., 2024; Zhu and Wengqian,
2019).

Artificial intelligence can be applied in tasks of optimizing the operation of energy
systems, for example, for adaptive control of thermal power plants, balancing generation
and consumption in heat networks and minimizing energy losses in heat supply systems
(Chekifi et al., 2024; Devasenan et al., 2024; Olabi et al., 2023; Safari et al., 2024; Ukoba
et al., 2024; Zhu and Wenqian, 2019).

The use of artificial intelligence is possible for predictive diagnostics of
equipment, detection of anomalies in the operation of energy equipment, forecasting
failures and planning maintenance, optimizing the service life of thermal power plants
(Khalid et al., 2021).

It is important to use artificial intelligence in solving tasks of increasing energy efficiency,
for intelligent control of heating and air conditioning systems, optimizing energy consumption
of industrial facilities, developing energy-efficient buildings with intelligent systems.

The contribution of artificial intelligence to the integration of renewable energy
sources for forecasting solar and wind energy generation, optimal combination of traditional
and renewable sources and management of hybrid heat supply systems can be significant.

Literature Analysis and Problem Statement. Modeling is one of the most important
areas of application of artificial intelligence in heat and power engineering (Devasenan et
al., 2024; Olabi et al., 2023; Safari et al., 2024; Ukoba et al., 2024; Zhu and Wengqian, 2019).
These technologies allow to create high-precision models of complex thermodynamic
processes and energy systems. Let's consider the main methods of artificial intelligence for
modeling in heat and power engineering.

Neural networks in heat and power engineering research are used to model
nonlinear thermodynamic processes; predict the operating parameters of boilers,
turbines and heat exchangers; create surrogate models that replace complex CFD
(Computational Fluid Dynamics) calculations.

Genetic algorithms and evolutionary calculations are used to optimize the
geometry of heat exchangers, select optimal operating modes of heat and power plants,

and minimize fuel consumption under given operating conditions.
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Machine learning with reinforcement is used for optimal control of fuel
combustion parameters, adaptive regulation of thermal regimes and training of
autonomous control systems of power units.

With the help of artificial intelligence, digital twins of thermal power facilities are
created, fully functional virtual models of power units of thermal power plants and
combined heat and power plants are created, real-time modeling of all plant processes
is performed, personnel training and testing of new regimes without risk for real
equipment is performed. Combustion and heat transfer modeling is performed, which
includes optimization of combustion processes of various types of fuel, modeling of
turbulent flows in combustion chambers, calculation of heat transfer in complex
geometric systems.

In the tasks of modeling heat networks, heat loss prediction in pipelines,
optimization of hydraulic modes of heat networks, modeling of emergency situations
and development of measures to prevent them are performed. In integrated energy
systems, modeling of the interaction of electrical and heat networks, optimization of
cogeneration plants, balancing of supply and demand in intelligent heat supply systems
are performed (Chekifi et al., 2024; Devasenan et al., 2024; Olabi et al., 2023; Safari
et al., 2024; Ukoba et al., 2024; Zhu and Wengian, 2019).

The advantages of using artificial intelligence in modeling are a significant
reduction in calculation time compared to traditional methods, the ability to take into
account a large number of parameters and their mutual influence, the detection of non-
obvious dependencies that are difficult to formalize analytically; adaptation of models
to changes in operating conditions in real time.

The aim of our research is to assess the possibilities of applying artificial
intelligence technologies in scientific research in the field of heat power engineering.

Research Results. The integration of renewable energy sources into thermal
power generation is being carried out using artificial intelligence. Artificial intelligence
plays a key role in solving the problems of integrating renewable energy sources (RES)

into thermal power systems. Let's consider the main directions and technologies.
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To predict the generation of RES, short-term forecasts are performed, for which
Al models analyze meteorological data to predict the production of solar and wind
energy for hours/days ahead with an accuracy of 90-95%; for long-term forecasts,
neural networks are used that take into account seasonal patterns and help plan the
energy balance for weeks/months; local microforecasts are performed, for which
specialized algorithms are used for individual installations that take into account
microclimatic features.

Using artificial intelligence technologies, energy systems are balanced with
renewable energy sources. Intelligent control systems use machine learning algorithms
to optimally distribute the load between traditional and renewable sources.

Virtual power plants that simulate the integration of distributed energy sources
(solar panels, heat pumps, biomass plants) into a single controlled system. Predictive
demand management is performed, where energy consumption is shifted to periods of
maximum renewable energy generation.

In hybrid heat and power systems using artificial intelligence, the operation of
heat pumps is optimized, for which Al regulates operating modes depending on the
availability of "green" electricity; solar thermal collectors are also integrated, for which
algorithms predict heat input and optimize heat accumulation; biomass plants with
intelligent control are being developed, for which biofuel combustion processes are
optimized depending on the quality of raw materials and heat needs.

For energy storage systems, thermal accumulator operation optimization is
performed, in which artificial intelligence determines the optimal charge/discharge
modes according to generation and consumption forecasts. Also for energy storage
systems, distributed storage system management is performed, in which the
coordination of a network of small thermal accumulators at different consumers is
ensured. Also, seasonal heat storage modeling is performed, in which underground heat
storages are forecasted and controlled.

In intelligent heat supply networks, adaptive temperature control is performed,
which ensures optimization of temperature schedules depending on the forecast of

renewable energy sources. In decentralized decision-making systems, local controllers
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with Al are used, which interact with each other to optimize the entire system. In the
tasks of detecting and minimizing losses, monitoring of the state of heat supply
networks with renewable sources is provided.

Practical examples of the use of artificial intelligence in the heat and power
industry are:

* Smart Thermal Grids, in particular, such systems are used in Denmark, Finland,
where wind energy is integrated for heat production;

* Solar thermal systems with seasonal storage. Such projects have been
implemented in Germany and Austria with Al control;

* Biogas plants with predictive control, in which biogas production is optimized
according to heat and electricity needs.

Modeling thermodynamic processes in thermal power plants using artificial
intelligence opens up new opportunities for optimizing equipment operation and
increasing its efficiency. Let's consider the main aspects of this direction.

In studies of fuel combustion processes, artificial intelligence is used to model the
kinetics of chemical reactions in boiler furnaces, optimize air supply for complete
combustion, predict the composition of flue gases and the formation of pollutants.

Artificial intelligence in heat transfer process research is used to model convective
heat transfer in heat exchangers, calculate radiant heat transfer in high-temperature
zones, and optimize the geometry of heat transfer surfaces.

In thermodynamic cycle research, artificial intelligence is used to analyze Rankine
cycles in steam turbines, optimize Brayton cycles in gas turbine plants, and simulate
combined cycles to increase efficiency.

In hydrodynamic process modeling, artificial intelligence technologies are used
to model coolant flows in pipelines, analyze the distribution of velocities and pressures
in flow parts, and identify areas with uneven distribution of parameters.

The following artificial intelligence technologies are used to model
thermodynamic processes: deep neural networks (creation of CFD (Computational
Fluid Dynamics) surrogate models, prediction of temperature fields in complex

geometric systems, modeling of non-stationary processes in real time); recurrent neural
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networks and LSTM (Long short-term memory) (analysis of time sequences of
thermodynamic parameters, prediction of the dynamics of temperature and pressure
changes, detection of anomalies in equipment operation); convolutional neural
networks (processing of thermograms and flow visualizations, analysis of spatial
structures of flames and thermal fields, detection of features in thermal images);
Bayesian optimization (selection of optimal parameters of thermodynamic processes,
minimization of entropy losses in systems, maximization of the efficiency of
thermodynamic cycles).

Examples of practical applications of artificial intelligence technologies in steam
boiler research include solving problems of optimizing combustion modes of various
fuels, predicting thermal stresses in boiler elements, minimizing emissions of NOx,
SOx and other pollutants. In steam and gas turbine research, artificial intelligence
capabilities can be used to model pressure distribution across turbine stages, optimize
the flow part of the turbine, and predict efficiency under variable loads. In research and
design and optimization of heat exchangers, artificial intelligence is used to identify
areas with low heat transfer intensity, optimize coolant velocities, and predict
contamination of heat exchange surfaces. In cooling system research, artificial
intelligence technologies are used to optimize cooling towers and other heat removal
systems, simulate condensation and evaporation processes, and predict cooling
efficiency under different weather conditions.

In modeling thermodynamic processes, the use of artificial intelligence
technologies has a number of advantages. These include: calculation speed (which
consists in reducing the modeling time from days to minutes; detection of non-obvious
dependencies (which allows for finding optimal modes that are difficult to detect
analytically); adaptability (models can be adjusted to specific operating conditions);
multiparametric optimization (simultaneous consideration of efficiency, environmental
friendliness and cost-effectiveness is ensured).

Examples of successful application of artificial intelligence in scientific research
in the field of thermal power engineering are optimization of gas turbine combustion

chambers with an increase in efficiency by 2-3%, reduction of NOx emissions in TPP
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boilers by 15-20% without reducing power, increase in heat exchanger efficiency by
10-15% due to optimization of operating modes, reduction of thermal stresses in steam
generator elements by 25-30%.

Optimization of energy supply systems with heat pumps is carried out using
artificial intelligence. The use of artificial intelligence to optimize energy supply
systems with heat pumps allows to significantly increase their efficiency, economy and
environmental friendliness. Let's consider the key aspects of this direction.

Intelligent control of the operation of heat pumps is carried out. In particular,
predictive control based on forecasts is carried out (machine learning models are used
to predict weather conditions and heat load, optimization of operating modes is carried
out with anticipation to maximize COP (energy conversion coefficient), adaptive
regulation of the coolant temperature is carried out depending on the forecast of needs).
Optimization of the operating cycle is carried out, for this purpose neural network
models are used to determine the optimal compressor frequency, machine learning with
reinforcement for controlling defrosting processes, intelligent control of the speed of
circulation pumps.

Using artificial intelligence technologies, integration with thermal accumulators
is ensured, for this purpose algorithms for optimal charge/discharge of thermal
accumulators are used, excess renewable energy is used for heat storage, and strategies
for using stored heat are optimized.

In thermal energy research, artificial intelligence is used to increase the energy
efficiency of complex systems. In particular, hybrid systems are optimized, where
intelligent load distribution between a heat pump and additional heat sources (boilers,
solar collectors) is carried out, decision-making models are used for switching between
energy sources, and the operation of heat pump cascades is optimized. Energy
management of buildings is ensured through comprehensive modeling of the building's
heat balance taking into account heat pumps, predictive temperature control taking into
account the thermal inertia of the building, and coordination of the operation of heating,
ventilation, and air conditioning systems. Integration with smart grids is carried out

through algorithms for heat pumps to participate in balancing electricity grids (Demand
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Response), optimize operation taking into account variable electricity tariffs, and
coordinate with other flexible loads in microgrids.

In the optimization of energy supply systems with heat pumps, modeling and
optimization of thermodynamic processes using artificial intelligence technologies is
performed. Optimization of the thermodynamic cycle is performed by modeling heat
pump cycles for different temperature regimes, optimization of refrigerant parameters
depending on the operating mode, increasing the efficiency of heat exchange processes
in the evaporator and condenser. Simulation of low-potential heat sources is performed:
in particular, prediction of soil temperature dynamics for geothermal heat pumps is
provided, optimization of heat extraction from air, water or soil is provided; prevention
of soil freezing during intensive heat extraction is provided. Optimization of heat
distribution is provided by modeling low-temperature heating systems, optimization of
hydraulic regimes of heat distribution systems, analysis and minimization of heat losses
in the system are performed.

There are practical results of using artificial intelligence in optimizing energy
supply systems with heat pumps. This includes ensuring energy efficiency, which
consists in increasing the seasonal coefficient of performance (SCOP) by 15-30%;
cost-effectiveness, which is manifested in reducing operating costs by 20-40%;
ensuring comfort by improving the accuracy of maintaining temperature regimes by
30-50%; ensuring effective integration of renewable energy by increasing the share of
renewable energy use by 25-60%; ensuring durability by increasing the service life of
equipment by 15-25% due to optimization of operating modes.

Examples of successful implementations of artificial intelligence technologies
include efficient smart homes with heat pumps that adapt their operation to the habits
of residents and weather forecasts; industrial systems with cascades of heat pumps for
heat recovery and its efficient use; district heating systems with large heat pumps that
use renewable energy sources; agricultural complexes with integrated heat pump

systems to create a microclimate.
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Despite significant advantages, the introduction of artificial intelligence
technologies into heat and power systems is accompanied by certain risks and
challenges. Let's consider the main ones.

These are, in particular, technological risks of using artificial intelligence in thermal
energy systems. To ensure the reliability of algorithms and forecasts, errors in load
forecasting should be avoided, which can lead to insufficient heat supply. Incorrect
solutions of optimization algorithms can reduce the efficiency of the system. "Black box"
risks confirm the complexity of interpreting neural network solutions. This also includes
cybersecurity risks due to the vulnerability of intelligent control systems to cyberattacks,
the risks of unauthorized access to the management of energy facilities and the possibility
of manipulating input data for artificial intelligence systems (data poisoning). Also
significant is the dependence on data quality: there are risks of making decisions based on
incomplete or inaccurate data, problems with sensors and measurement systems, risks due
to the sensitivity of models to changes in operating conditions.

Operational risks associated with the use of artificial intelligence are also
significant. When integrating with existing systems, one should take into account the
complexity of harmonizing new solutions based on artificial intelligence with
traditional control systems, assess risks during the transition period of implementation
and take into account the need to modernize the infrastructure for the full functioning
of artificial intelligence. The human factor should be taken into account, namely: a
decrease in the level of understanding of processes by personnel due to automation, the
risk of excessive trust in automated systems and dependence on a limited number of
specialists capable of servicing systems based on artificial intelligence. Operational
risks include risks associated with the reliability and stability of systems, namely: risks
of failure of systems with artificial intelligence in critical situations, the complexity of
diagnosing errors in intelligent systems and the potential instability of artificial
intelligence during atypical operating modes.

Separately, it is necessary to assess the economic risks of using artificial
intelligence for modeling, research and optimization of thermal energy systems. These

are high initial investments due to significant costs for the development and
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implementation of artificial intelligence systems, a long payback period for
investments and risks of technological obsolescence before full payback. There are also
risks associated with operating costs, namely: costs for maintaining the technological
infrastructure of artificial intelligence, the need for regular updating of models and
algorithms, costs for training and retraining of personnel.

Taking into account the abovementioned, it is necessary to evaluate strategies for
minimizing risks from the use of artificial intelligence in research and operation of
thermal power facilities and energy systems. As technical measures in this regard, the
implementation of systems with a gradual transition from "man in the loop" to full
automation, the creation of backup traditional control systems and regular testing and
validation of artificial intelligence models should be considered. Organizational
measures should be taken, in particular, to ensure the creation of interdisciplinary teams
for the development and implementation of solutions, to develop a comprehensive
personnel training program, to ensure the development of standards and procedures for
the use of artificial intelligence in thermal power. Important regulatory measures to
minimize risks from artificial intelligence in thermal power and energy facilities and
systems are the creation of a regulatory framework for the use of artificial intelligence
in critical infrastructure, the introduction of certification procedures and verification of
artificial intelligence systems; the development of industry security standards for
intelligent systems.

Understanding and proactively managing these risks is a prerequisite for
successfully integrating artificial intelligence technologies into the thermal energy
industry and obtaining the maximum benefit from these innovations.

Conclusions. The study assesses the possibilities of applying artificial
intelligence technologies in scientific research in the field of thermal energy. The
possibilities of applying artificial intelligence for modeling, optimization and
forecasting the operating modes of thermal energy systems, including those with non-
traditional and renewable energy sources and storage systems, are assessed. The
possibilities of applying artificial intelligence for modeling thermodynamic processes

and cycles, as well as heat and mass transfer processes and fuel combustion are



135

assessed. The possibilities of applying artificial intelligence in energy audit and energy
modernization are illustrated. Practical examples of applying artificial intelligence in
thermal energy research and optimization are given. The advantages, disadvantages
and risks associated with the use of artificial intelligence technologies in thermal
energy systems are assessed. Strategies for minimizing the risks associated with the
use of artificial intelligence technologies in research, optimization and effective safe
operation of thermal energy systems are proposed.
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AHoOTalisi. ABTOpPOM MOPYIIEHO NUTAHHSA [IOJO0 BUKOPUCTAHHSA IITYYHOI'O
1HTENeKTy y Hayi. [IpoaHanizoBaHo ICHYIOUI X0 11010 BUKOPHUCTAHHS IITYYHOTO
IHTEJIEKTY y HayKoBiK AisuibHOCTI. [IpoaHasizoBaHO MOJIOKEHHS MPOEKT 3aKOHY MPO
aKasieMiuHy T0OpOYECHICTh Ta BII3HAYEHO, III0 MOBA 1€ JIMIIIE PO TEKCT, C(HOPMOBAHUIA
(3reHepoBaHMiA) 3a 3aUTOM OCOOM KOMIT IOTEPHOIO MPOTrPaMoi0 B aBTOMATHYHOMY
pexuMi. 3BepHYTa yBara Ha TIIyMAu€HHS TOHSTTS «IITYYHUW 1HTEJCKT» Yy Mparsix
BUCHMX. BU3HAUEHO TMOHSITTSA aKaJAEeMivyHOi JOOPOYECHOCTI Ta TMEpeiueHo, SKi €
MOpYILIEHHST Ta MepeadadeHa BIANOBIIAIBHICTh, a TAaKOXK 3a3HAYEHO BHUJAU OO0’ €KTIB
aBTOPCHKOTO TMpaBa. 3poOJCHO BHCHOBKH, III0 aBTOPCHKOTO IMpaBa poOOTH, HAMKCAHI 3
BUKOPUCTAHHSM INTYYHOTO IHTENIEKTY HE MalOTh Ta € TMOPYIICHHSIM aKaJIeMiuyHOi
J00POYECHOCTI.
KirouoBi cjioBa: mTyyHWIl IHTENEKT, akajeMidyHa TOOPOYECHICTh, aBTOPCHKE
NpaBo, HAyKOBa po0OTa, TIPABO 1HTEJIEKTYaTbHOI BIACHOCTI.
ARTIFICIAL INTELLIGENCE IN SCIENTIFIC WRITING: IS IT FAIR?
Politova Anna [0000-0002-7351-7110]
Summary. The author raises the issue of the use of artificial intelligence in science.
The existing approaches to the use of artificial intelligence in scientific activities have
been analysed. The provisions of the draft Law on Academic Integrity have been
examined; it has been noted that this refers only to the text formed (generated) at the
request of a person by a computer program in an automatic mode. Attention has been
drawn to the interpretation of the concept of ‘artificial intelligence’ in the works of

researchers. The author defines The concept of academic integrity has been defined, the

violations and responsibility (as well as the types of copyright objects) have been listed.
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It has been concluded that works written with the use of artificial intelligence do not
have copyright and are violating academic integrity.

Keywords: artificial intelligence, academic integrity, copyright, scientific work,
intellectual property rights.

Beryn. CporosHi nmuTaHHs AJOTPUMAaHHS aKaaeMI4HOI TOOPOUYECHOCTI Ma€e JOBOJI
HEMPUEMHUII TMPUCMAaK B OCBITHbOMY CepeloBHIl. [y4HI CKaHAadM HAaBKOJIO
TUCEPTALIMHUX JOCTIHDKEHh 3 aKaJIeMIYHUM IUIariaToM HE € HOBUMH. Tak, 30Kpema,
HartionanbHe areHTcTBO 13 3a0€3MeueHHs IKOCT1 BUINOT ocBiTH y 2024 potii 3adgikcyBaio
daxTn akagemiyHoro mariaty B 11 mucepramisix. 3okpema, pillieHHS YXBajJ€HO IOJ0
mucepramii: II. €mokumona, C. Illkapmera, B. Ownumenka, €. baxeHkoBa,
M. Konsimuacekoro, M. KpoteBuua, 1. T'eBka, O. Mimenka, A. IliHuyk, O. CakyH Ta
B. Mapracosoi [1]. IIpote, akTHMBHE BHUKOPUCTaHHS HAYKOBO-TIEAATOTTYHHUMHU Ta
HAyYKOBMMH TIpalliBHUKaMHU, 3700yBauaMy BUIIIOT OCBITH JIOCTYITHUX PECYPCIB HA OCHOBI
MITY9HOTO 1HTENIEKTy, TOPYIIy€e 3aJeKiIapoBaHa B JOKYMEHTAaX IIPO aKaJeMIYHY
TOOPOYECHICTh YCiX 0€3 BUHATKY 3aKJIaiB OCBITH CAMOCTIHHICTh BUKOHAHHS 3aBJIaHb,
KBaTi(IKAIIMHUX YM HAyKOBHX poOIT Tomio [2, c. 32]. Lle BKasye Ha akTyaJIbHICTh
MOPYIIEHOTO HAMH TTUTAHHS.

AHaJi3 JiTepatypu Ta TOCTAHOBKA TMpodjeMH. J[OCIHIDKEHHS IITY4YHOTO
IHTEJIEKTY B HAYKOBIH AISTIbHOCTI HA0YBA€ aKTyalbHOCTI Ta CTBOPIOE YHCIICHH1 TUCKYCII.
Tak, nanpuknazg, mume y 2023 p. miif npobaemMaTulll NPUCBATUIN HAYKOBI MyOsiKallii
nesiki BueHi. 3okpema, JI. JI. Boasnka ta A. M. beuko BiJ3Ha4aroTh, 0 PO3BUTOK
1uPOBUX TEXHOJIOT1H HAJa€ HOBI MOXJIMBOCTI JIJIsl CTBOPEHHS Ta 0OMiHY iH(OpMAIIi€To,
ajie BOJIHOYAC CTaBUTh BHUKJIMKM JIJIsl 3aXHCTy MpaB Ha IHTENEKTyaJbHY BIACHICTb.
BaxnuBo BxKUBaTH 3aX0/11B 1715 3aXHUCTY CBOIX MPaB, @ TAKOXK OyTH 00aYHUM Ta MUJIbHUM,
1100 YHUKHYTH MOJIMBUX MOPYILIEHb MPaB Ha IHTENEKTyallbHy BriacHicTh B uaTi GPT [3,
c. 557]. M. O. I'pom 3ayBaxye, o ChatGPT npornonye Takox 10BoJII CripHI (DYHKIII,
30KpeMa HalMCaHHs TEKCTIB, 10 0€3yMOBHO Oy/ie BBaKATHCh IJIariaToM Ta HOPYIIECHHIM
akajeMiyHoi J100podecHOCTi. OCHOBHa MeTa HAyKOBOi JISUTBHOCTI — I1I€ TIOIIYK

BUpIIICHHS MpoOsieM Ta auckycis. Hapasi mTyyHuil 1HTENEKT KOPHUCTYEThCS JIMIIE
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BUXIJTHUIMH JaHUMH, 0€3 MOKIMBOCTI CTBOPUTH IIOCH aOCOJIOTHO HOBE, YOTO BXKE HE
Oyno BuHaiaeHo 10 chorofHi. Bukopuctanus ChatGPT ans HamucaHHA TEKCTIB
(bakTUYHO 3HEIHIOE L0 METY, OCKIJIbKM TaKUW TEKCT HE MPOTMOHYE >KOIHOI HAYKOBOI
HOBH3HH Y CBOiX poOoTax [4, c. 40]. HatomicTte M. B. JIyOHsIK BBaXKae, 1110 yepe3 Mpu3My
€TUYHOTO JHUCKYpCy NpoOJeMH BHUKOPUCTAHHS peE3yJbTaTiB pOOIT, CTBOPEHUX 3
BUKOPUCTAHHSIM TEXHOJIOTIA INTYYHOTO IHTEJICKTY, 1ACHTU(IKYIOTCS IIBHUJIIIE.
dopMyIIIOBaHHS €TUYHUX TIPOOJIEM € KaTaai3aTOPOM MIKIUCITUIUTIHAPHUX JUCKYCIH 1151
MOLIYKY MOJIENIEH TPaBOMIPHOTO BUKOPUCTAHHS MOJIEJIEH IITYYHOTO 1HTEJIEKTY B PI3HUX
cdepax. Uepes BiACYTHICTh FOPUANYHOI CHIIM €THYHHX HOPM Ta PEKOMEHJAIliid, BOHH
BUCTYTAIOTh SIK IEpeAyMOBa U1 JOPMYBaHHS BIIMOBITHHUX MTPABOBUX Moene. Mozeni
NPaBOBOi OXOPOHU PE3yJbTATIB TeHEepYyBaHHsS, MoAu]iKamid Ta BHIO3MIHHM PpOOIT
CTBOPEHHX 3 BUKOPUCTAHHSM IITYYHOTO 1HTEJIEKTY BUMAraroTh CUICTEMHOTO TIEPETIISTY
1HGOpPMAIITHOTO 3aKOHOJABCTBA Ta HOPM Y cdepi aBTOPCHKOTO mpama [5, ¢. 67-68].
Tako esiKi aBTOpH 3ayBaXKyIOTh, 1110 3araibHe nmocuiaanHs Ha ChatGPT — e dhaktiaHo
T€ came, 1110 NOocJIaHHs Ha Bech [HTepHeT [6, c. 25].

Ormxe, MpoBelEHUN HaMHU aHali3 OKpPeMHUX IyOiikailid BKa3ye, IO OCHOBHA
npobiyiema, siKa MiHIMAETbCS HAYKOBIEIMH TPHU JOCTIKEHHI MUTaHb BUKOPHUCTAHHS
IITYYHOTO 1HTEJEKTY JJISl HAlMCaHHA HAayKOBUX pOOIT — 1€ JOTPUMAHHS aKaJAeMIYHOI
JI0OpOYECHOCTI Ta aBTOPCHKOTO MpaBa. BpaxoByrouwm 1€l acrekT, METOI HaIIoTo
JOCTKeHHs € (OpMYJIFOBAaHHS BIMOBI/II HA Take MUTAHHS: 4d OyJe BUKOPUCTAHHS
IITYYHOTO 1HTEJEKTYy MOPYLICHHSAM aBTOPCHKOrO TMpaBa abo 1€ MOpPYIIECHHSIM
aKaJIeMi4HOi JOOPOYECHOCTI?

PesyabTratu pocaimkennsi. Y Regulation (EU) 2024/1689 of the European
Parliament and of the Council of 13 June 2024 laying down harmonised rules on artificial
intelligence and amending Regulations (EC) Ne 300/2008, (EU) Ne 167/2013, (EU) Ne
168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 2019/2144 and Directives
2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act) 3a3HaueHo,
10 IITYYHHUH 1HTENEKT — 1€ CIMEHCTBO TEXHOJIOTIH, 1110 MIBUIKO PO3BUBAETHCS, CIIPHUSIE
OTPUMaHHIO HIMPOKOTO CHEKTPY €KOHOMIYHUX, €KOJOTTYHHUX 1 CYCHUIbHUX TepeBar y

BCHOMY CIIEKTp1 Tally3el 1 comianbHOi MisibHOCTI. IIImsxoM mMmokpalieHHsl MpOrHO3iB,
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OMTUMI3AIIIT OMepalliii 1 pO3MOILTY PECypCiB, a TAKOXK MEpCcoHaTI3aIlil IU(PPOBUX PIllICHb,
JOCTYIHUX JUI OKpEMHUX 0C10 1 OpraHizailiii, BAKOPUCTaHHS IITYYHOTO 1HTEIEKTY MOXKE
3a0€3MeYnTH KIIOYOBI KOHKYPEHTHI TIepeBaru MiANPUEMCTBAM 1 MiATPUMYBaTH
COLIAJILHO Ta €KOJIOTTYHO BUTIJIHI pe3yibTaTy, HANIPUKIIAA, Y chepl OXOPOHHU 310POB 1,
CUTBCHKOTO TOCHOJAPCTBA, OE3MEKN XapuoBUX MPOAYKTIB, ocgimu ma HasuanHs, 3MI,
CTOpPTY, KYyJIbTYpH, YIPaBIiHHS 1HQPACTPYKTYpOIO, EHEPreTUKH, TPAHCIOPTY Ta
JIOTiCTHKH, IEPKABHUX MTOCIYT, OE3MEKH, TPABOCYI, PECYPCO- Ta eHeProe(h)eKTHBHOCTI,
€KOJIOTITYHOTO MOHITOPUHTY, 30€peXeHHs Ta BIJIHOBICHHA OlOpPI3HOMAHITTS Ta
€KOCHCTEeM, a TaKOX IIOM SIKIIIEHHS 3MIH KJIiMaTy Ta ajanTtaiis 10 HuX (BUI. —
A.CIL)[7].

Takox sk BiA3HA4YaOTH aBTOpu MOHOrpadii «CTpareris pO3BUTKY IITYYHOTO
1HTENeKTy B YKpaiHi», CTparerist po3BUTKY IITYYHOTO 1HTEJIEKTY B YKpaiHi nependadae
PO3BUTOK OCHOBHUX HANPAMIE WIMYYHO20 IHMeNeKmy SK CAMOCMIUHUX HAYKOBUX
Hanpsmig. HEUITKI MHOKMHM Ta HEYiTKa JIOTiKa, INTYy4YHI HEHpOHHI Mepexi, T10puaHi
HEMPOHEUITKI Ta HEYITKO HEHPOHHI MepeKi, O101HCTIIPOBaH1 METaEBPUCTHYHI AITOPUTMH
onTuMmizanii (eBOMIOLINHI Ta MYJIbTUAreHTHI aJrOPUTMH, AJTOPUTMH, IO IMITYIOTb
¢b13uuHI Ta 1HII TIpoliecH), 6ioiHpopMaTHKa, MalllMHHE HaB4YaHHA 1 oA, [lepenbayeHo
BIpOBaKeHHsT MeToiB 1 TexHounoriil I B iHmmx cepax Hayku Ta OCBITH — 30KpeMa,
JUIS ONITUMI3allii HaBUAIBHOIO MPOIECY Ta MPOQUIFOBAHHS YUHIB 3a 3[10HOCTSIMH — a
TaKO0X PO3BUTOK MIKIUCHUTIIIHAPHUX JTOCHIHKEHb HA TIEPETHHI IITYYHOT'O 1HTEJIEKTY Ta
iHmmx ramy3eit Hayku (Bua. — A.C.IL) [8, c. 72].

Omxe, Taki MiIX0AU BKAa3yIOTh PO MEPCIIEKTUBH TOBOJII IIMPOKOTO BUKOPUCTAHHS
IITYYHOTO 1HTEJIEKTY y HAyKOBiM MisuibHOCTI Ta y cepi ocBiTh. [IpoTe, Ak 3ayBaxkye
1. b. AHTOHEHKO, y BENHKiil Mipl MEpeayMOBOIO 3HAYHOTO MOUIMPEHHS aKaJeMIYHOTO
IiariaTy € HeJOCTaTHE pPO3yMIHHS AaBTOpaMH HAYKOBHUX pOOIT OCHOBHHUX 3acaj
aBTOpChKOTro NpaBa. Hanmpukia, moMuikoBa TyMKa, 1110 BCe 1110 MoTpanuio B [HTepHeT,
BXXE€ HE OXOPOHSETHCS aBTOPCHKUM IPABOM; a TAKOXK MEPEKOHAHHS, IO IiJ] MTPABOBY
OXOPOHY TINaa€ TUIBKU MepBUHHA (POpMa, B SIKIM BUPAKEHO TBIP, a TJIariaToM € JIUIIE
JOCIIIBHE BUKOPUCTAHHS 4Y>KOTO TBOPY. Taki aBTOpU BBaKalOTh, IO SIKIIO O HBHOTO

OyIyTh BHECEHI SIKI-HEOY b 3MiHH, Oy/1€ MePEKIIaIeHO 3 1HIIIOT MOBH Ta OMYOIIKOBAHO ITi]T
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CBOIM iMeHeM 0e3 3a3HaueHHs IMEHI IMEePBUHHOTO aBTOpa, TaK il TAKOXX HAJEXKaTbh JI0
11033JJ0TOBIPHOTO BUKOPUCTAHHS TBOPY 1 HE € IiariaroM. BiTHOCHO HOBUM Pi3HOBHIOM
TUIariaTy € BUKOPUCTAHHS MPOIYKTY IITYYHOTO 1HTEIEKTY 0€3 He0OXiTHOTO MOCHIIaHHS
Ta uuTyBaHH4 [9, c. 37].

Bapto 3ayBakuTH, 1110 OCTaHHIM YacoOM € JIOBOJI I'y4HI CKaHJaJli, KOJIM aBTOPH Ta
NPEJICTABHUKA BUIABHUYOI Taidy3l OpPraHi3ylTh JIEMOHCTpAIlilo OuIs JIOHIOHCHKOTO
odicy komnanii Meta Ha 3HaK MPOTECTY NMPOTHU BUKOPUCTAHHS 3aXUIIEHUX aBTOPCHKUM
MPaBOM KHUT i1 HaBYaHHS mTydHoro iHTenekty [10]. Pazom 3 tum, O. MenbHUK
CTBEP/IXKYE, 1110 1HPOopMaIiiiiHa 6a3za MTYYHOTO THTENIEKTY — 1€ Mepeka [HTepHeT, KHUTH,
HAYKOBI CTaTTi, EHIMKIJIONEIIl Ta 1HII JpKepena Ta 0a3u JaHMX pi3HUX KpaiH. Orxe
Ha/JlaHa 4aT-00ToM iHopMarliss Moke Matu moxuOku Ta HeTouHOCTi. ChatGPT moxe
HAJaTy BI/IMOBI/I1 HA 3alIMTaHHS Ta IOIOMOI'TH Y Te€Hepallli 1JIed, IpOoTe BiH HE € HaIIHHUM
JpKeperioM iHdopMariii, He MOKe 3MIHUTA KPUTUIHE MUCIIEHHS Ta CAaMOCTIMHUHN aHai3
nocniaauka. Bukopucranus ChatGPT mis mBukoro 300py iHdopmaliii Ta IEPBUHHOTO
aHaJTi3y, a MOTIM CaMOCTIMHO OIpAaIfOBaT JOCTIKYBaHy TEMAaTHKYy Ha 1l OCHOBI — IIe
MO3UTUBHUNA TPUKIA] €(PEKTUBHOTO BHUKOPUCTAHHS TaKOro 1HCTpyMmeHTy. OnHak,
BXJIMBO YCBIJIOMJIIOBATH, II0 HEIOCTATHS MEpEeBIpKa HAAHOI IITYYHUM IHTEJIEKTOM
1H(pOpMALIiT MOKE MIPU3BECTH 10 XMOHMX BUCHOBKIB 1 HEMPaBHIILHOTO TIIyMAau€eHHS Oy/Tb-
sxoi Tematuku [11, ¢. 551]. Jlemo moaiOHOT Touku 30py AoTpumyeThes i H. Mapycsik.
Buena Bij3Hauae, M0 TEXHOJOTIT ITYYHOrO I1HTENEKTY 3MIHWJIW MIiIXiJ CTY/ACHTIB,
BUKJIA/IaviB, JOCTIHUKIB /10 BUKOHAHHS HABUYAIBHUX Ta HAYKOBUX 3aBlaHb. 1OM ke
ChatGPT mae ¢yHKITIOHAJ, IO T03BOJISIE y3arajbHIOBATH BEJIMKI 00CSITH iH(popMaIlli,
PO3pOOISTH OCHOBH JIJIsi HANMMCAHHS T€3, €C€ YW CTareid. 3a JOMOMOTOI0 IITYYHOTO
THTEJTICKTY 3a0IIa/PKYEThCS Yac Ha PYTHHY pOOOTY, TUM CaMUM BUBLIBHSETHCS IS
y3arajibHEHHsI Ta OIIHKH, IO MIJIBUIIYE €(PEKTUBHICTh JIOCIIIKEHh Ta HABYAIHHOIO
nporiecy. [HCTpyMEHTH MITYyYHOTO 1HTETEKTY 3a0e3MeUyr0Th JOCTYI 0 PI3HOMAHITHUX
JDKEpesl, BOHM MOXKYTb JIETKO 3HAWTH Marepiall 3 psijly HAYKOBHUX CTaTeil Ta CUHTE3yBaTH
iHbopmartiro [12, c. 534].

Mo>xHa HaBOAUTH Pi3HI TOUKH 30py AOCIIAHUKIB, K1 BUALUTIOTH K MO3UTHBHI, TaK

HETaTHBHI aCTIEKTH BUKOPUCTAHHS IITYYHOT'O IHTEJIEKTY IIPY HAITMCaHH]1 HAYKOBHUX POOIT.
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Ane B. TlonynuranoBa BBaxae, 1110 Ha 3apa3 HaJIIMHUX CIOCOOIB I€TEKI[11 BUKOPUCTAHHS
IITYYHOTO IHTENIEKTY B JOCTI/DKEHHIX HE pOo3po0JIeHO, X04a BXKE € JAesKI TI0TE3H, 1010
MOYKJIMBOCTI BUSBJICHHSI OCHOBHUX O3HaK. [lo-mepie, siki 6 He Oynu 3110H1 3100yBayi,
BCE OJIHO JIFOJICBKMM (PaKTOp HakIamae Taki BIAOUTKH SK MOBJICHHEBI Ta rpaMaTU4H1
MIOMUJIKK, YOTO B OUTBIIIOCTI BUIMAJKIB MAa€ B TEKCTaX 3T€HEPOBAHUX 3a JIOTIOMOTOIO
mryyHoro iHTenekty. [lo-mpyre, cTwib HamMcaHHS TakoX MOXE BHJIaBaTH
BUKOPHUCTAHHSI IITYYHOTO 1HTEJIEKTY, aJKe BiJl JOBOJI XapakTepHU Jyia KoxxkHoi LLM
(Large Language Model) [13, c. 668].

Binnosictu Ha Take npocte nutaHHs «l1ITydHnii IHTENeKT Npyu HaTMCaHHI HAYKOBUX
POOIT: YK YECHO LIe?» CTaE JOBOJII CKIIAIHO, aJKE Y CBITI BXKE Ma€ Miclie BUMAI0K, KON
IITyYHUH 1HTENeKT Ha iM’s1 Flynn OyB 3apaxoBaHMil y SIKOCTI CTy/I€HTa B Y HIBEPCHUTETI
NPUKJIAIHOTO MHCTELTBAa Yy aBcTpiiickkomy Binmni. BiH BcTynmuB Ha mporpamy 3
U(PPOBOro MUCTELTBA, MPOTE IUTYYHUH IHTENEKT Y BIACHOMY LIOJICHHUKY CKapKHUThHCS,
0 OTOYYIOYl CTaBJIATH MiJ CYMHIB MOro NpaBO Ha3uBaTUCsA CTyAeHTOM [14].
BpaxoByrouu 11eii BUMa 0K Ta ICHYIOI M1AXOIU BUCHUX HI0J0 BUKOPUCTAHHS IITYYHOTO
IHTEJIEKTY NP HAIMCAHHS HAYKOBUX POOIT, HA HAIIY TYMKY, MOTPIOHO MpoaHati3yBaTH
HaIl[lOHAJIbHE 3aKOHOJIAaBCTBA IIOJI0 ABTOPCHKOIO IpaBa, BU3HAUWUTH BUIU TMOPYLICHb
aKaJieMIyHoi J0OpOYECHOCTI Ta TMpOaHami3yBaTH TIOJOKEHHS 3aKOHOIPOEKTIB 3
OCTaHHBOT'O MTUTAHHSI.

[ikaBumu € nosoxkeHHs [Ipoekty 3akoHy Mpo akaeMiuyHy J0OPOUYECHICTD (PEeECTp.
Ne 10392 Bix 08.01.2024). ITpoBeaenuit HaMu aHai3 MOKA3aB, 110 Y IPOEKTI 3aKOHY AB1Y1
MOBa HJIe JIMIIIE PO BUKOPUCTAHHS KOMIT FOTEpHUX nporpaM. Tak, 30kpema y 4. 6 cT. 8.
AxazeMidyHa TOOPOYECHICTh y CTBOPEHHI Ta OMNPWIIOJHEHHI aKaJeMIYHHX TBOPIB
3a3HaueHo: «6. Oco0a HEe MOXKE BBAKATHCA aBTOPOM aKaJ€MIUHOTO TBOPY (YaCTUHH
aKaJeMiqYHOI0 TBOPY), SIKIIO BiH COPMOBAHUM (3reHEpOBaHMI) 3a 3aIUTOM OCOOHU
KOMIT'IOTEpHOIO TPOrpaMol0 B aBTOMaTHYHOMY pexkumi. [Ipm BUKOpHCTaHHI B
aKaJgeMiYHOMY TBOp1 YacTHH, C(QOpMOBaHMX (3r€HEPOBAHMX) KOMII FOTEPHUMU
nporpaMamu, Iiei (akT mae OyTH 3a3HaUCHHN aBTOpPOM (aBTOpaMH) 13 3a3HAYCHHIM
MeToauku GopMyBaHHA (TeHEpYBaHHsI) a00 MOCHIIAHHSIM Ha BIIMOBIIHY KOMIT IOTEPHY

nporpamy uu ii omuc» [15]. Oxpim Toro, y 4. 2 cr. 24. AxajgemiuHMii Iiiariat
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3aKOHOIPOEKTY BKA3aHO, 0 «AKAJEMIYHUM IUIAriaTOM TaKOX € ONPWIIOJHEHHS SIK
pEe3yNbTaTIB BIACHOI aKaJIeMIuHOI iSTbHOCTI TEKCTIB Ta/abo pe3ybTaTiB, CPOPMOBAHUX
(3reHepoBaHMX ) KOMIT FOTEPHOIO TIPOTPAMOIO B ABTOMATUIHOMY PEXKHUMI, SIKITIO 1IeH (paKT
HE 3a3Ha4Y€HO B aKaJIeMIYHOMY TBOPI UM CYNPOBIIHUX MaTepiaiax A0 Hboro» [15]. Pazom
3 TUM, 3aX0JaMH pearyBaHHS Ha TMOPYUICHHS aKaJeMIYHOI JOOpOYECHOCTI,
nepeadayeHUMH 3aKOHOIMPOEKTOM, €: BUXOBHI 3aXOJAM; MPUTATHEHHS 10 aKaJIeMIYHO1
Ta/ab0 JTUCHUILUTIHAPHOI BIAMOBIIAIBHOCTI; pearyBaHHS Ha MOPYIIEHHS akKaJIeMIYHOi
J00pOYECHOCTI TPU TMPOBEACHHI KOHKYPCIB; IHCTHTYLIHHI 3aXOAM pearyBaHHs, IO
BKa3ye€ Ha Te, 1110 TaKi 0COOM He OYIyTh MPUTATYBATUCS JI0 FOPUANYHOI BIIIOBIAAJILHOCTI,
HE JIMBJISTYNCH HA TE, IO BIATIOBIIHO 0 TOJOKEHD 1HIIMX HOPMATUBHO-TIPABOBUX AKTIB
1€ MO>KJIMBO.

Omxe, 1HiHIIaTopu IIpoekTy 3akoHY Hpo akajeMidyHy I00pOUYECHICTH (peecTp.
Ne 10392 Bix 08.01.2024), a came Ctedanuyk P. O. (IX ckmukanns), ['pummaa FO.M. (IX
ckukanHs), BoponoB B. A. (IX ckmukanus), ['pumyk P. II. (IX ckiukanHs),
Kupunenko I.I. (IX ckimukanns), Konebommn C. B. (IX cknukanns), Komrox B. B.
(IX cxmukanns), JIuc O. I'. (IX ckmukanns), [Tima H. P. (IX cknmukanns), [TaBnenko P.M.
(IX ckmukanns), bakymor O. C. (IX cxiukanss), Kimouko A. A. (IX ckiukaHHs),
[Tymkapeako A.M. (IX ckimukanns), bparap €. B. (IX ckmukanns), Hanyna O.A.
(IX cxmukanns), Ogapuenko A. M. (IX ckmukanns), Hikitina M. B. (IX ckiukanns),
Humbamoxk M. M. (IX ckmukanns), KpaBuyk €. M. (IX ckimukanns), 'opoenko P.O.
(IX cknmukanns), Bactok O.0. (IX ckmukanns), Herynescekuii 1. I1. (IX ckimukanzs),
Koctpiituyk C. B. (IX cknukanns), YepneB €. B. (IX cknukanus), Tkauenko M. M.
(IX ckmukanns), Mepexko O. O. (IX cxmukanusi), Kosup C. B. (IX ckinukaHHs),
[Mu6a T. B. (IX cxmmkanns), Jliuman I. B. (IX ckmukanns), besyrma M.B.
(IX ckmukanns), 3y60 B. O. (IX ckmukanns), bopsosal.H. (IX ckimukanHs),
TperbsikoBa I'. M. (IX cxmukanns), besrim B. FO. (IX cxmukanns), Illrena C.C.
(IX cknmukanns), Koctiox A. B. (IX cknukanns), Pagynupkuit M.b. (IX ckimkanHs),
Hexmonor B. M. (IX ckimukannst), Barnep B. O. (IX cknukanns), ITyprora A.A.
(IX cxmukanns), Yepussepkuit C. M. (IX ckmukanns), bapaina M.O. (IX cknmmkanHs),

Komunenxko O. JI. (IX cknukanns), [Tonropua B. B.a (IX ckiukannst), Haraescwkuii A. C.
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(IX ckmukanns), JleonoB O. O. (IX cknukanus), Memsauk B.A. (IX ckiukaHHs),
KoncrankeBuu I. M. (IX cknukanns), Barpac B. A. (IX cknukanns), 'punuyk O.A.
(IX cxmukanns), Manmsin C. B. (IX cxmkanns), [pumytens 1. C. (IX cximkanHs),
3amopoxauii A. B. (IX ckimukanns), IBanoB B. 1. (IX cknukanns), [TuoBapos €.11.
(IX cxkmukanns), Topoxriii b. T'. (IX cknmukanns), Mucsria 0. M. (IX cknukanss),
®ponos I1. B. (IX ckmukanns), Kopssuenkor 0. B. (IX cknmukanns), Kamayp 1.P.
(IX cxknmukanns), Kpusopyukina O. B. (IX cknukanns), Kumak b.B. (IX ckiukanzs),
MesenneBa-®enopenko M. C. (IX ckmukanns), Kicems FO.I.  (IX  ckimkanHS),
I'pummienxo T. M. (IX cknukaHHs), BKa3ylOTh Ha JIBa BaKJIMB1 aClEKTU: TO-TIepIIe, NPy
copmoBaHi (3reHepoBaHi) 3a 3alUTOM OCOOM KOMIT'FOTEPHOIO MPOTrpaMoi0 B
aBTOMATUYHOMY PEXHMI TEKCTY 1 BAKOPUCTAHHS HOro — 000B’SI3K0BO MOTPIOHO BKA3aTH
JDKEpeNo; TOo-Apyre, 10 BUKOPUCTAaHHS Yy TEKCTI pe3yibTaTiB, CHOPMOBAHUX
(3reHepOBaHMX ) KOMIT IOTEPHOIO IIPOrpamMoli0 B aBTOMATUYHOMY PEXKUMI, SIKILO el QakT
HE 3a3HAYCHO B AaKaJeMIYHOMY TBOpI YW CYNPOBIIHMX MaTepiajgax J0 HBOIO €
aKaJeMivHUM I1ariatoM. TakuM 9nHOM, 000B’I3KOBOIO YMOBOIO € BKa3iBKa Ha HKEPEIIO
BUKOPHUCTaHHS 1H(pOpMAILIii, a IOpUIMYHA BiAMOBIAATBHICTD 3a MOPYLICHHS aKaIeMIYHOT
100poYEeCHOCTI He Oy/ie.

Takuii miaxix 00 BU3HAYEHHS Y 3aKOHOIMPOEKTI TEPMIHOJIOTIT «pe3yNbTaTy,
chopMOBaHUX (3T€HEPOBAHUX ) KOMIT FOTEPHOIO MTPOrPaMOI0 B aBTOMATUYHOMY PEXKHUMI)
BUKJIMKAE 1HILIE MUATAHHS: YU BIAHOCUTHCS IO TAKMX KOMIT FOTEPHUX MPOrpaM IITYYHHUMI
intenekt? Tak, Hampukiaa, Machine Learning BBaxae, 10 INTYYHUM IHTENEKT — 1€
CYKYITHICTh HayK 1 METOJIIB, SIKa 3/1aTHA 0OpOOJISATH JaHi U1 pO3pOOKH AyKe CKIATHUX

koM totepHux 3agad. I HajgiieHuil JTIOACHPKUMH SIKOCTAMH W OKpPIM BHPIIICHHS

npoOseM BiH 3AaTHHI HaBuatucs. Tomy BaxinBoro yacTuHoto L1 € MarmnHe HaBuaHHS
[16]. H. M. Ilepbak ta M. C. VTKiHAa BBaXarOTh, IO IITYYHUH IHTEICKT — II€

KOMII FOTepHA MPOrpaMa, B OCHOBI SIKO1 JIeXKaTh AJITOPUTMHU aHAJTI3Y BIATIOBITHUX JaHUX

Ta AITOPUTMHU NPUUHATTA 3 1X ypaXyBaHHSIM aBTOHOMHHX Dilll€Hb, Y XOJIl JOCSTHEHHS
SAKHX BOHA MO>KE€ HABUMTHUCS HA JJOCBI/Il TA MOKPAILMTH BJIACHY €(DEKTUBHICTh 32 PaXyHOK
aHaJTi3y JaHWX, 3 METOI0 JIOCSTHEHHS IMOCTaBJIeHWX 3aBhaHb [17, c. 215]. HatomicTs

1O. O. Cunopuyka, ITYYHUNA IHTEJIEKT — 11e BU3HAUYEHHSI, 3 JIONIOMOT'0I0 SIKOT'O OIUCYIOTh
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IHTEJICKTYaJIbH1 MOYJIMBOCTI KOMIT FOTEPIB i Yac MPUHHATTA HUMU pitiens [ 18, c. 17],
a I'. Anapouryk miJ IITYYHHUM I1HTEJIEKTOM pPO3yMi€ HITYYHO CTBOPEHY JIHOAWHOIO

cucTeMy, 3MaTHY 00poOusaTu iHdopmarliro, sika 10 Hei HaaXOAWTh, MOB’S3yBaTH ii 3i

3HAHHSMHM, SIKHMH BOHA BXK€ BOJIOJIE, 1 BIAMOBIAHO (POpMYyBaTU CBOE YSBICHHS IIPO
00’extr mizHaHHs [19, c. 85]. Takox iCHY€ 1 Take TBEPAKEHHS, 1110 «IITYYHUN 1HTEIEKT

(artificial intelligence, Al) — 11e MeTO 3MYCHUTH KOMIT IOTEP YU MpOrpamMHe 3a0e3rneueHHs

«MUCITUTHY SIK JTFOJICBKUI MO30K. Lle JocsraeThest NUIsIXOM BUBYSHHS 3aKOHOMiPHOCTEH
pOOOTH JIOJICBKOTO MO3KY Ta aHalli3y KOTHITMBHUX mpoleciB. Pe3ymbraTom 1mx
JOCITIIKEHB € pO3pO0Ka IHTEIEKTYyaIbHOTO IIPOTPaMHOT0 3a0e3mnedeHHs Ta cuctem» [20].

Buxozasium 13 BuIl€3a3HAYEHOTO, MU TOTO/KYEMO 3 TBEPIXKEHHSM, IO IUTYYHUN
IHTENEKT — IIe Taldy3b KOMIT IOTEPHUX HayK, sika (POKyCyeThCsl Ha po3poOIll MaliuH 1
CHICTEM, 3[ITaTHUX BUKOHYBATH 3aBJIaHHSI, 1[0 3a3BUYali BUMAraroTh JIFOJICHKOTO 1HTEJIEKTY,
TaK SK HAaBYAHHS, PO3B’A3aHHS MPOOJEM 1 MPUUHATTS pillieHb. B OCHOBI IITY4HOTO
IHTEJIEKTY JISKHTB 1]1es] CTBOPEHHS MAIIIHH, SIKi MOXYTh MUCITUTH i MipKyBaTH, sIK JIFO]TH,
1 MOXKYTh MHUCJIMTH 1 MIPKYBATH, SIK JIFOJIH, 1 MOXKYTb Ha BJIACHOMY JIOCBI/I1, 1100 3 YacoM
MOKPAIIUTH CBOIO MPOXYKTUBHICTH [21]. Takuii miaxia M03BOJSAE BUAUIMTH CIOCOOH
BukopuctanHs ChatGPT g mokpaleHHS HayKOBO-AOCTIIHMUIIBKOI MisUTHOCTI B
akajgeMivHuX Konax (auB. Puc. 1).

Alle 4u MOXXKHA BBaXKAaTH, IO 3a3HAYEHI CIIOCOOM € TIOPYIICHHSM aKaJIeMiqHOi
nobpouecHocti? 3rigHo 13 4. 1 cr. 42 3akony Ykpainu «IIpo ocBiTy» akaaemiuHa
JOOPOYECHICTh — 1€ CYKYITHICTh €THYHHUX MPHUHITUIIB T4 BU3HAYECHUX 3aKOHOM TIPABHIL,
SKAMH MArOTh KEPYBATHCS YYACHUKH OCBITHBOTO TPOIIECY TiJ] Yac HaBYAHHS, BUKJIaJaHHS
Ta TMPOBAKEHHA HAYKOBOI (TBOPYOI) AISUIBHOCTI 3 METOHO 3a0e3Me4eHHs JOBIPU JI0
pe3y/bTaTiB HAaBUYAHHS Ta/ab0 HAyKOBUX (TBOpYMX) mocsrHeHb [23]. Yactuna S5 mi€i x
CTaTTi BCTAHOBJIIOE, 1110 3a MOPYIIIEHHS aKaJeMiuyHOT TOOPOYECHOCTI MeAarorivyHi, HayKOBO-
MeJaroriyxi Ta HAYKOBI MPAIIBHUKU 3aKJIa/IB OCBITU MOXYTb OyTH MPUTATHEH] 10 TaKOl
aKaJIEMIYHO1 BIAITOBIIAJILHOCTI:

- BIIMOBA Y TIPUCYIPKEHHI1 CTYTIEHS OCBITHBO-HAYKOBOT'O UM OCBITHHO-TBOPYOT'O PIBHSI

9Hn HpI/ICBOGHHi BYCHOI'O 3BAHHA,
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- M030aBJICHHS IMPUCYIKCHOI'O CTYIICH: OCBiTHBO-HaYKOBOFO qn OCBiTHBO-TBOp‘IOFO

PIBHS Y IIPUCBOEHOTO BUCHOTO 3BAHHS;

ChatGPT moxe mommsorms
JoCTLTER ¥ EHZEIYSRHE]

Amiovcaa e EiTmeEizeci TTEpaTy R mEmonl
4 ozl CTECPEHER Pesioie CTAret 200
A EpamFTY FRTASEE CIMCEY BLANOR LI
JCEYMESTIE ¥3 OCHOE: 330aH0]
‘ Teu T ETROTOI0T0 CI0a,
| Chat(7PT wome resspyzare TesrT
V IERHONY COH, ARas0TTEOTE
Tensparge ! IOCTLTEHEAN TerED TeSpTEITH
PRLERLIY. | azpseTER Repail myREEx podiT,
rpETORTE MponosHEL, fEm

THCEMOEDY MATEPEME.

ChatGPT gozzomss agamzEaT:
EaTHE] OOCATH TEETOERCK JEHICT,
ERNpEETAT, MyOmERTi E
COMIATEHETR MepeEaX 300
FCEHETH CTATEE HANAAH
POSVAEHES T2 EREEITOTH
FEEOHIUIEEOCTL B SARIOL

ChatCPT uowu=
EHEODSCTOEVESTH ITE
|y METIHEEONO MEQEKTATY, IO HATE
TOCTVII L POSYMINHE
JOCTITE MAT LT
EUTEEOME MOBIAMH.

Moswuii
rEpERTs

ChatGPT moz=a
EFEODRCTORYEATH IT5

| FETOMATHIHOTO MIICYMOEVEIHET

|| BIYEOECL n'a'_m'._ IZITIE 4 BEIHK
IOEVMEETIE, 0 TIONETITyE
| AoCTiTERTaN OYTH E EYpel Doast
| 2 oeramE: pospoBoE ¥ cEoiit
TaTyEL.

Asrmomanime
MIdcyMOsy s MM

ChatCPT aowsa Tamammears |
To0des TAMMTANEL, M POSHTE
HOTT MOTYEENAL IECTPVMEIT 0N
[N HAVEOEIE, 00 MERTEC
T2 edeTHERD BEETEI
ELTMOELTL

Puc. 1. Cnocodou Bukopucranas ChatGPT niis mokpamieHHss HAyKOBO-

AOCTIAHMIBKOI TiSNIBHOCTI B aKaJeMiYHMX K0J1aX, 3anponoHoBaHi 0. CaB4yeHko

[22, ¢. 715]

- BIIMOBa B TIPUCBOEHHI a00 IM030aBJIEHHS MPUCBOEHOIO TENAroriyHoro 3BaHHS,
KBani(hiKaIiiHOI KaTeropii;

- 030aBJIeHHST TIpaBa OpaTH y4acTh y poOOTI BU3HAYEHHX 3aKOHOM OpraHiB 4
3aiiMaTy BU3HAYEH] 3aKOHOM Itocaau [23].

[I1o * cToCcyeThCs 3700yBadiB OCBITH, TO BIIMOBITHO A0 4. 6 ITI€T CTATTi, BOHU MOXYTh
OyTH MIPUTATHEHI J0 TaKOi aKaJIeMIYHO1 BIAMTOBITaIbHOCTI:

- TIOBTOPHE MPOXOKEHHSI OI[IHIOBAHHSI (KOHTPOJIbHA POOOTA, ICIIUT, 3aJTIK TOIIIO);
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- TIOBTOPHE TMPOXOKEHHSI BIJIMOBIAHOTO OCBITHHOTO KOMIIOHEHTa OCBITHBOI
TIPOTPaMHU;

- BIIpaxyBaHHS 13 3aKJIaay OCBITH (KpiM 0ci0, 5Kl 3100yBalOTh 3arajbHy CEpEIHIO
OCBITY);

- M030aBJIEHHS aKaJeMIYHOI CTUIIEHIIT;

- T030aBJICHHS HaJJaHUX 3aKJIaJIOM OCBITH IUIBT 3 OIIaTH HaBYaHHS [23].

AKTyaJIbHUM TaKOX € 1 TUTaHHS 1 BUJIB TIOPYIIEHb aKaJeMIYHOI JOOPOYEeCHOCTI, TO
MOPYIICHHSIMHM ~ aKaJIEMIYHOI  TOOPOYECHOCTI BBAKAETHCSA: aAKAJACMIYHUUN  TUIariaT;
camorutariat; (abpukariis; danbcudikailst; CHUCyBaHHS; oOOMaH; XaOapHUIITBO;
HE00 €KTUBHE OIIHIOBAHHS; HAJaHHA 37100yBayaM OCBITH TiJl YaC MPOXOHKEHHS HUMHU
OILIIHIOBAHHS pE3yJbTAaTIB HABYAHHS JIOTIOMOTM YW CTBOPEHHS TIEPEIIKOM, He
nepen0ayeHux yMOBaMH Ta/a00 MpoLieIypaMy POXO/HKEHHS TAKOTO OLIIHIOBAHHSI; BILJIMB
y Oyap-skiii opmi (TpOXaHHS, YMOBIISIHHS, BKa31BKa, IOTP03a, IPUMYIITYBaHHS TOILO) Ha
MEeIaroriyHoro  (HayKOBO-TIEIAroriyHOro) TpalliBHUKA 3 METOK 3JIMCHEHHS HUM
HE00’ EKTUBHOTO OLIIHIOBAHHSI PE3yJIbTaTiB HABYaHHSI.

Tomy nuTaHHS BUKOPHCTAHHS IITYYHOTO 1HTEJIEKTY MPHW HAMMCAaHHI HAYKOBUX
pOOIT MigHIMAE MPABO IHTEIEKTYyaldbHOI BJIACHOCTI, OCKUIBKM HMOr0 HEMpaBOMIpHE
BUKOPUCTAHHA € TOPYIIEHHSM E€THUKM 1 Taki poOOTH MOXYTh PO3IIISIIATUCS SIK
aKaJeMIYHUN TUIariaT, o MOXe TATHYTH 3a COOO0I0 SIK HACIIJIOK HE TUIbKH BTpATy
nocaju, a i BIIMOBY BiJ] BUSHOTO 3BAHHS.

[Ilo » cTOCy€ThCSI TOPYIIEHh aBTOPCHKOTO TIpaBa, TO 3a HAI[IOHAIBHUM
3aKOHOJABCTBOM TiepeAdadeHa aJAMIHICTpaTHBHA, IMBUIBHA Ta KpUMiHAJIbHA
BinmoBinaneHicTh. Hampukman, y Kogekci VYkpainm mnpo aaMiHICTpaTHUBHI
npaBomnopyiieHHs [24] ocoba Moxe OyTH MPUTITHYTa A0 BIAMOBIAAJIBHOCTI 3a TaKi
NOPYIICHHS:

Crartsa 51-2. Ilopymienns npaB Ha 00’€KT TpaBa IHTEICKTYyaJIbHOI BIIACHOCTI,
TOOTO HE3aKOHHE BUKOPUCTAHHS 00’ €KTa MpaBa 1HTEJIEKTyaJbHOI BIACHOCTI a00 1HIIE
YMHUCHE TIOpPYIIEHHS TMpaB Ha OO0 €KT TMpaBa IHTEJIEKTyalbHOI BIIACHOCTI, IO

OXOPOHANOTHCS 3aKOHOM.
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Crarts 164-17. [lopyiieHHs YMOB 1 MpaBwJl, 10 BU3HAYAIOTh MOPSIOK MPUTTMHEHHS
MOpPYIIEHb aBTOPCHKOTO MpaBa 1 (a00) CyMLKHUX IMPaB 3 BUKOPUCTAHHSAM Mepexi [HTepHer,
SIK€ BIAMOBIIHO 70 4. | mossirae y mopyIieHHsi YMOB 1 IpaBuJl, 10 BU3HAYAIOThH MOPSAIOK
NPUIIMHEHHST TIOPYIIIEHb aBTOPCHKOTO mpaBa 1 (a00) CyMDKHHMX TpaB 3 BHUKOPHUCTaHHSM
Mepexi [HTepHeT, y TOMy 4YMCIli HEBUMHEHHS BJIACHUKOM BeO-CailTy, MOCTauyaJIbHUKOM
MOCITYT XOCTUHTY TepeadaueHnX 3aKOHOJABCTBOM IPO aBTOPCHKE IMPaBO 1 CyMDKHI MpaBa
T 110710  YHEMOKJIMBIICHHS JOCTYIYy KOPHCTyBadiB Mepexki IHTepHeT 10 00 €KTiB
aBTOPCHKOTO MpaBa 1 (a00) CyMDKHHX TpaB, HEHATaHHS 200 HECBOEYACHE HATAHHS BITTOBI T
Ha 3asiBy Cy0’€KkTa aBTOPCHKOro IpaBa 1 (a00) CYMDKHHMX IIpaB BJIACHMKOM BeO-CaMTy,
MOCTAYaJIbHUKOM TIOCTYT XOCTUHTY, HABEIEHHS 3aBIIOMO HEJOCTOBIPHHX BIIOMOCTEU Y
BI/ITIOBI/Il Ha 3asBY Cy0’€KTa aBTOPCHKOTO Mpasa 1 (a00) CyMIKHUX IpaB, BIACHUKOM BeO-
CalTy, MOCTAaYaJIbHUKOM IOCIYI XOCTHHTY, & TaKOX HEpPO3MIIIECHHS BJIaCHUKaMHU BeO-
CalTIB, MOCTAYAIbHUKAMU TIOCTYT XOCTUHIY Ha BIIACHHX BeO-caiiTax, B MyOmivyHMX Oa3ax
nanux 3anuciB po gomeHHi imena (WHOIS) noctoipHoi iH(opmartii ipo cede.

Crarrst 164-18. HaBenenns 3aBiioMO HEIOCTOBIpHOI 1H(oOpMallii y 3asBax Mpo
NPUIMHEHHST aBTOPCHKOTO TpaBa 1 (a00) CyMDKHUX MpaB, BAMHEHUX 3 BUKOPHCTAHHIM
Mepexi [HTepHeT, ToOTO HaBeZeHHS 0cO00I0 3aB1JOMO HEAOCTOBIPHOI 1H(pOpMAIi 10710
HasIBHOCTI aBTOPCHKOTo MpaBa 1 (a00) CyMDKHOTrO mpaBa Yy 3asiBl IPO MPHUITMHEHHS
MOPYIIEHb aBTOPCHKOTO TTpaBa 1 (200) CyMDKHUX MPaB 3 BAKOPUCTAHHSIM Mepexi [HTepHeT,
HarpaBJIeHIN BUIMOBIAHO JI0 3aKOHO/IaBCTBA MPO aBTOPCHKE MPaBO 1 CyMIKHI IIpaBa.

Crarrst 164-13. TlopyiieHHs 3aKOHOJIABCTBA, II0 PETYIIOE€ BUPOOHHUIITBO, €KCIIOPT,
IMIIOPT JTUCKIB JUIsl JIA3EPHUX CHCTEM 3UYMTYBAHHS, €KCHOPT, IMIOPT OOJNAHAHHS YU
CUPOBHUHU JUIA iX BHMPOOHUIITBA, TOOTO TMOPYIIEHHS 3aKOHOJABCTBA, IO PEryJIIOE
BUPOOHULITBO, €KCIIOPT, IMIOPT TUCKIB JJISI Ja3epPHUX CUCTEM 3YMTYBaHHS, EKCIOPT,
IMIOPT 00JIaTHAHHS YU CUPOBUHU JIJISI X BUPOOHUIITBA.

o & cTOCyeTbCA KPUMIHAIBHOI BIAMOBINAIBHOCTI 32 MOPYIIEHHS aBTOPCHKOTO
npasa, TO BIAMOBIAHO /10 4. 1 c1. 176. IlopylieHHst aBTOPCHKOTO MpaBa 1 CyMI>KHUX ITPaB
KK Vkpainu BiANOBIAATBHICTh HACTA€ 32 HE3aKOHHE BIJTBOPEHHSI, BUKOPUCTaHHS Ta
PO3IIOBCIO/KEHHS TBOPIB HAYKH, JITEPAaTypH 1 MUCTETBA, KOMIT FOTEPHUX Mporpam i 6a3

JaHHUX, THIIHAX TBOpiB, a TaK CaMO HC3aKOHHC BiI[TBOpCHH}I, BUKOPUCTAHHA Ta
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PO3MOBCIO/KEHHSI BUKOHAaHb, (DOHOTpaM, B1IEOTPaM 1 ITPOrpaM MOBJIEHHSI, iX HE3aKOHHE
TUPAKYBAHHS Ta PO3MOBCIO/HKCHHS Ha ay/Ii0- Ta BiJCOKACETaxX, TMCKETaX, 1HIITUX HOCISIX
1H(pOopMallll, KAMKOPJIUHT, KapAIWEHpiHr a00 IHIIE YMHCHE MOPYIIEHHS aBTOPCHKOTO
npaBa 1 CyMDKHHMX TMpaB, a TaKoX (PIHAHCYBaHHS TaKUX [ii, SKIIO 1€ 3aBJajio
MaTepiabHOT KON Y 3HAYHOMY po3Mip [25].

Oxkpim Toro, 4. 1 cr. 177. IlopylieHHs: npaB Ha BUHaXiJl, KOPUCHY MOJIETb,
OPOMUCIIOBUM 3pa30K, TOMOrpadito I1HTErpaibHOI MIKPOCXEMH, COPT POCIHH,
parioHam3aTopcbky npomnosuilito KK Ykpainu BianoBiganbHOCTI Tisirae ocoda, sKa
HE3aKOHHO BHMKOPHUCTOBYE BHUHAaX1J, KOPHUCHY MOJ€Nb, IPOMUCIOBUN 3pa3ok,
tonorpairo  IHTETpadbHOI MIKPOCXEMH, COPTH POCIHH, palliOHaII3aTOPCHKI
MIPOTIO3HIII1, TIPUBIIACHIOE ABTOPCTBO HA HUX, a00 1HIIIE YMUCHE TIOPYIICHHS TpaBa Ha
111 00’ €KTH, SKIIO 1€ 3aBJaJI0 MaTepiaabHO1 IIIKOIU y 3HAYHOMY po3Mipi [25].

HaiiGinbInie BperyipoBaHe MUTaHHS 11010 TIOPYIIEHb y chepl aBTOPCHKOTO MpaBa y
[HusiipHOMY KOAEKCT Ykpainu. Tak, 30kpema, y cT. 431. Hacnigku mopyiieHHs npaBa
IHTeNeKTyalbHOI BacHOCTI [ aBu 35. 3aranbHi MOJ0KEHHS PO MPaBO 1HTEIEKTYaIbHOT
BiacHocTi Kuuru uerBeproi. [IpaBo intenexryansnoi aacHocTi LUK Ykpainu 3a3naueHo,
1o [lopyieHHs npaBa iHTENEKTYaIbHOI BIACHOCTI, B TOMY YMCIIl HEBU3HAHHS IIbOT'O IpaBa
Y TIOCSITaHHS HA HBOTO, TSATHE 332 COOOI0 BIMOBINANBHICTH, BCTaHOBIECHY l[uBiTEHUM
KOJIGKCOM, 1HIITUM 3aKOHOM 4u J0oroBopom. Takoxk ['maBa 36 11K Ykpainu npucssueHa
caMme TIpaBy IHTEJIEKTYalbHOI BJIACHOCTI HA JITEpPATypHUH, XYIOXKHIN Ta 1HIIMN TBIp
(aBTOpCHKE TIPABO), 30KpeMa, 3TiTHO 13 CT. 433 00’ eKTaMu aBTOPCHKOTO TIPaBa €:

1) miTeparypHi Ta Xy10XKH1 TBOPH, 30KpeMa: pOMaHH, TIOEMHU, CTATTI Ta 1HIII MUCHMOBI
TBOpU; JIEKIli, MPOMOBH, IPOMOBIAI Ta 1HII YCHI TBOPH; JIpaMaTU4Hi, MY3UYHO-
ApaMaTU4HI TBOPH, TAHTOMIMH, XOpeorpadiyHi, 1HIII CHEHIYHI TBOPU; My3U4HI TBOPH (3
TekcToM abo 0e3 TEKCTy); ayaioBi3yalbHI TBOPH; TBOPU >KUBOITUCY, aAPXITEKTYpPH,
CKyJbNTYpH Ta rpadiku; oTorpadiyi TROPU; TBOPU YKUTKOBOTO MUCTEIITBA; LTIOCTpaLIi,
KapTu, IUIaHW, €CKi3W 1 IUIACTHYHI TBOpH, IO CTOCYIOThCs reorpadii, Tomorpadii,
apxiTeKTypu abo0 HayKu; TepeKJaau, ajanTallii, apamKyBaHHS Ta 1HIIl TEpPepoOKU
JiTepaTypHUX ab0 XyHOXKHIX TBOPIB; 30IpHUKU TBOPIB, SKIIO BOHU 3a J000OpOM abo

YIOPSAAKYBAaHHSIM iX CKJIQJOBUX YACTHH € PE3yJIbTATOM IHTENEKTYaIbHOI IISUIHOCTI,
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2) KOMIT IOTEPHI IPOTrpamu;

3) kommuIALii JaHuX (6a3u JaHKX), KO BOHH 3a J0O0OpOM a00 YMOpsIKyBaHHIM 1X
CKJIQJIOBUX YaCTHH € Pe3yJIbTATOM IHTEJICKTYaTbHOI JIISUTHHOCTI;

4) iH11 TBOpH [26].

Oxkpim TorO, BIAMOBIIHO 10 4. 3 cT. 55 3akoHy Ykpainu «IIpo aBropchke mpaBo i
CyMDKHA TIpaBay» 3a3Ha4Y€HO, 0 JisIMH, 110 CTBOPIOIOTH 3arpo3y MOPYIICHHS OCOOUCTHX
HEMaHOBHX Ta MAHOBUX aBTOPCHKHUX 1 CYMIKHUX TIPaB, €: HATAIITyBaHHS KOMIT IOTEPHOT
MpOrpamH, 3aCTOCYHKIB, TOJATKIB JI0 HUX, TEXHOJIOT 1, TEXHIYHUX IIPUCTPOIB, AKI HAIAIOTh
JIOCTYI 10 00’€KTIB aBTOPCHKOTO TpaBa Ta/ab0 00’€KTIB CyMDKHHX IMpaB 0e3 J03BOJY
BIIMIOBIZIHUX CYO €KTIB aBTOPCHKOTO TpaBa abo Cy0’€KTIB CYMIKHHX IPAB TAKUX 00 €KTIB
(Y TOMy 4HMCITl KOJIM KOMIT FOT€pPHA Iporpama, 3aCTOCYHKH Ta JOJATKH 0 Hel, TEXHOJOTi
ab0 TEXHIYHI MPUCTPOi BUKOPUCTOBYIOTh CUTHAIM IHIIUX [HTEpHET-pecypciB); HaAaHHS
IHCTPYKIIIH 1010 HaJaIITyBaHHS KOMII IOTEPHOI POrpaMu, 3aCTOCYHKIB Ta JIOJIATKIB JI0
Hel, TEXHOJIOTIH, TEXHIYHUX MPUCTPOIB ISl OTPHUMAHHS IOCTYITY 10 00’ €KTIB aBTOPCHKOTO
npaBa Ta/abo 00’€KTIB CyMDBKHHX MpaB 0e3 J03BOJYy BIAMOBITHUX CY0’€KTIB aBTOPCHKOTO
npaBa ab0 CyO0’€KTIB CyMDKHHMX IpaB TaKUX O0’€KTIB y Oynab-skid (opMi 3 METOO
OTPUMAaHHs BUHATOPOJM BiJl HaJaHHA TaKWX IHCTPYKIii. Takox y cT. 33 mporo 3akoHy
3ayBa)KEHO, 1110 HEOPUTTHATLHIUM 00’ €KTOM, 3T€HEPOBAHNM KOMIT FOTEPHOIO TIPOTPaMOI0, €
00’€KT, 110 BIJIPI3HAETHCS BiJ ICHYHOUMX TMOAIOHMX O0’€KTIB Ta YTBOPEHUN y pe3ysbTaTi
(hYHKITIOHYBaHHS KOMIT FOTEpHOI IIporpamu 0e3 6e3rnocepeiHboi yuacTi ¢hi3udHoi ocoou B

YTBOpEHHI IBOTO0 00’€KkTa. TBOpH, CTBOpeHi (hi3UYHUMH OCOOaMU 3 BHKOPHCTAHHSIM

KOMII FOTEPHUX TCXHOJ’IOFiﬁ, HC BBAKAIOTHCA H€ODI/II‘iHaJIBHI/IMI/I 00’ €KTaMU,

3reHEpPOBAHMMU  KOMIT FOTEPHOI0 mporpamoro  (Bua. — A.C.JIL) [27]. Takwmit miaxin

3aKOHOJIABLISl BKa3ye Ha Te, pOOOTH CTBOPEHI IITYYHUM 1HTEIEKTOM € HEOPUTIHAIBHUMHU
poboTtamu 1 X HE MOJKHA BU3HABATH aBTOPAMH.

Ockinbku y 3akoHi Ykpainu «[Ipo aBropcbke mMmpaBo 1 CyMmMiKHAa MpaBay Ta
[uBIIbHOMY KOJEKC YKpaiHM YITKO BIJ3HAYEHO, 10 aBTOpamMu € (i3udHl 0coOH, a He
KOMIT'IOTEpHI MpOrpaMu, TO MAaeMO MUTaHHs 11070 [Ipoekry 3akoHy mpo akajeMidHy
JI0OPOYECHICTh: Y He OyJe BUKOPUCTAHHS PE3YJbTaTIB, CHOPMOBAHUX (3reHEPOBAHUX)

KOMIT FOTEPHOIO TPOTPaMOI0 B aBTOMATUYHOMY PEXKHUMI — TOPYIICHHSIM aKaJgeMIYHOl
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nobpodecHocTi? 3 1HIIONO OOKY, ChOTOJHI B OCBITHBOMY IIPOIIECI JIOBOJII YacTo
BUKOPHCTOBYETHCS IITYYHUN 1HTENIEKT, 30Kkpema, MoBa iiae npo STEAM-ocsity. [Ipore,
BIPOBAPKEHHSI MOIYJIO Y J€SIKI aHTHIUIAriaTHI MPOrpaMH IIOJI0 HANMCAHHS HAYKOBHUX
pOOIT 3 JOMOMOTrOI0 IITYYHOTO 1HTEJIEKTY, HE MPSIMO, a OMOCEPEKOBAHO TOBOPUTH PO
BU3HAHHS IILOTO (DAKTY SK NOPYILLIEHHS aKaJeMIUYHOI TOOPOYECHOCTI.

BucnoBku. CyyacHuii CBIT 3a3Ha€ CyTTeBUX 3MiH. LIITyuHuUii IHTEIEKT MPOHUKAE
y OUIBIIICTE cep JIOACHKOTO XHUTTSA, Y TOMY YHCI M OCBITHE cepenoBuiie. Tak,
Oe33anepeuHuM € Toi (akT, 1110 MUTAHHS BUKOPUCTAHHS IITYYHOTO 1HTEJIEKTY B HaYIIl
CIIPUHUMAETHCS TTO-PI3HOMY JOCIIITHUKAMH I1€1 TIPOOJIEMATUKH, TIPOTE:

Mo-TiepIe, BBAXKAEMO, 1110 BUXOASMUHU 3 MOI0kKeHb CTpaTerii po3BUTKY IMITYYHOTO
iHTenekty B Ykpaini 70 2030 p. motpedye HOPMAaTUBHOTO BPETYITIOBAHHS MUTAHHS
BUKOPUCTAHHS IITYYHOTO 1HTEJEKTY B HAYKOBIM JISUTHHOCTI;

no-npyre, y [Ipoekti 3akoHy npo akajemMidyHy J00pPOUYECHICTh HEOOXIAHO OLIBII
YiTKO BIJI3HAYUTH, II0 BUKOPUCTAHHS Ppe3yJbTaTiB, CHOPMOBAHMX (3r€HEPOBAHMX)
KOMIT IOTEPHOIO MPOTPaMOI0 B aBTOMAaTUYHOMY PEXHUMIi € TOPYIIEHHSIM aKaJeMIuHO1
100pOYECHOCTI, 30KpeMa, akaJeMIYHUM TUIariaToM, ajpke BIAMOBIIHO 10 MOJIOXKEHD Y
3akoHi Ykpainu «IIpo aBTOpCchKE MpaBo 1 CyMixkHA IpaBay Ta [{MBUILHOMY KOJEKC
VYkpaiHu Taki IporpamMu HE € aBTOPOM L[bOTO TEKCTY;

MO-TPETE, TMPOIMOHYEMO BHECTH 3MIHM J0 cTatTi 42. 42. AxanemiduHa
noOpouecHicTh 3akoHy Ykpainu «[Ipo OCBITY» HOMOBHUBIIM MOJOKEHHSAM, IO
BUKOPUCTAHHA  PE3yJbTaTiB, CQHOPMOBaHUX (3r€HEPOBAHUX) KOMII IOTEPHOIO
IPOrpaMor0 B aBTOMaTUYHOMY PEKHMI € MOPYUIEHHSIM aKaJIeMI4HOi JJOOPOUYECHOCTI.
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Summary. The publication considers the use of hardware and software
complexes based on unmanned aerial vehicles (UAVs) with elements of artificial
intelligence (Al) to solve environmental and radiation safety problems, as well as
effective response to emergencies (ES). The advantages of using UAVs compared to
traditional monitoring systems are shown: efficiency, safety, accuracy of data
collection and analysis. Modern software solutions, such as TEKEVER Atlas, H3
Dynamics, gNext, Overwatch Al, are described, which allow automating information
processing, generating 3D models, predicting the development of situations and
supporting decision-making in real time.

Keywords: UAVs, data analysis, artificial intelligence, emergency, software.

Beryn. Ha choroaHimHiii IeHb B CBITI JJIs BUPIIMICHHS PI3HUX 3aJ1ad, 30KpeMa
€KOJIOTIYHOI Ta pajialliifHoi 0€3MeKu, aKTUBHO PO3POOIISIOTHCS Ta BAKOPUCTOBYIOTHCS
amapaTHo-TiporpaMHi komruiekcu Ha 6a3i BIIJIA. lle moB’s3aHO 3 iX 3HAYHUMHU
nepeBaraMu TIepejl CTAIlOHApHUMH Ta TEePEeCyBHUMU HA3eMHHMH CHCTEMaMH
MOHITOpUHTY, a came: BIIJIA 37aTHI 32 KOPOTKMN MPOMIKOK 4Yacy JOJATH BEJIUKI
BiJicTaHi, pikcyBaTu 1H(OpMAaIIiI0O Ta MUTTEBO TEpeaaBaTH ii Ha IMYHKT KEepPyBaHHS;
TEXHIYHI  XapaKTepPUCTUKH  JPOHIB  JO3BOJSIOTH  LIJIOAOOOBO  MEPEBIPSITH
BaKKOJIOCTYIIHI Ta HeOe3MeuH1 TepUTOpii 3 OyAb-sAKO1 BiJICTaHI; 3a JIOMIOMOTOI0 JJAHUX
aepo3MOMKM MOKHa CTBOproBatd 3D Mozem Ta TUTAaHM MICIIEBOCTI, IO 3HAYHO
CIPOIIy€E aHATI3 CTaHy NMPHUPOJHUX Ta TEXHOTCHHHX OO €KTIB 1 JIO3BOJIAE CKIIAIATH
e(eKTHBHI IIJIAHU J11¥; HasiBHA CYTTE€BA €KOHOMIs (DIHAHCOBUX BUTpPAT Ta ONTHUMI3aIlisd
TOJICEKUX pecypciB [1].

Anroputmu LI MoxyTb 00pOOJISITH BEJIUKI OOCATH TaHKUX 1 311IMCHIOBATH CKJIaaH1
obuucnenns, ao3Boistoun BIIJIA BukoHyBatw 3aBiaHHs €(eKTHBHIIIEC (TOYHIIIE,
mBUIIe, HamiiHime Tomo) [2]. YmpaBminHs poboToro nmpona 3a momomororo 111
J03BOJISIE BU3HAYATH ONTUMAJIbHI MAPIIPYTH MOJBOTY JIJISi OTPUMAHHSI MaKCUMAJIbHO
KOpUCHOI 1H(popMailii, ToOTO 3a0e3mneuyeThcsl aBTOMATHYHA afanTallis J0 3MIiHH

30BHINIHIX YMOB (penbed) MICIEBOCTI, POCIMHHICTh, METCOPOJIOTIUHI TMapaMeTpH,
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paionepenikou, piBeHb 3a0pyAHEHHS TOII0) 06€3 yJacTi onepaTopa Ta ONTHMI3alls
MapuIpyTy B yMOBaxX 0OMEXEHOT0 4acy 1 3HaYHOI KIIBKOCTI IEPELIKOI.

Buxopucrannsa BIIJIA nig yac Haa3BU4YailHMX CUTYAaIiil.

MoxmBocti Il 1mo3BossitOTH  BIAMOBIAHUM  OaratoyHKIIOHAJILHUM
koMruiekcam Ha 6a3i BITJIA: Bu3HauaTu 3ajgadi 3a MpiOpUTETAMH B 3aJI€KHOCTI Bif
00OCTaHOBKM Ta 30BHIIIHIX YMOB; 30UIBIIUTH PECYpC €HEPrOKUBJICHHS CHCTEMH,
3a0€3MeUUTH aBTOMATHU3AIlI0 Ta BHCOKY TOYHICTH OOpPOOKM 1 aHaji3y BEJIMKOl
KUTBKOCTI JIaHHUX B CKJIQJHUX METEOyMOBaX, MPOTHO3YBaHHS PO3BUTKY CHUTyaIlll Ta
BIJIMOBIAHUX TPOIECIB, 1 O€3MeUHe TNepeaaBaHHs He0OXiIHOI 1H(opMaIlii B pexumi
peaTpbHOr0 4Yacy J0 MOMYIIO YIPAaBIiHHS, 3 BHUCOKOK TOYHICTIO BHSBIISITH,
pO3Mi3HaBaTH, 11IeHTU(IKYBATH Pi3H1 00’ €KTH Ta BUPILIYBATH 1HII CKJIAIHI 3aBIaHHSI.
Tak, npu BunukHeHH1 HC, moB’sa3aHux 13 XIMIYHMM Ta/a00 pamianiiHuM (pakropom
VPOKEHHSI 3aCTOCYBAaHHS I1HTEJICKTyaJIbHMX OC3MUIOTHUX CHUCTEM J[03BOJIHTH
OTPUMYBAaTH MAaKCUMaJbHO IIBUJKO OINEpPATUBHY TNOBHY 1H(GOpPMAILIIO II0J0
BuHUKHeHHA Ta po3Butky HC (pisHoBun HC (moxexa, BuOYX, BHTIKaHHS
HeOE3MeUYHNX PEYOBUH, PO3PUB TPYOONPOBOAY, TOIIO), PO3MOILI B TPOCTOPI Ta Yaci
piBHS 3a0pyJHEHHsI, OTO CKJIaJ, MIBUAKICTh PO3MOBCIOKEHHS, MICIE JOKasi3ali
HC, nporao3oBani Maciitabu ypaxeHHs, pU3UKH JUISL AKHUTTS Ta 3A0POB’ S IEPCOHAIY 1
HaceJIeHHs Ta 1H.). 3aBAsSKM BEJUKIH OINEepaTHBHOCTI Ta TOYHOCTI OTPUMAHHS
1H(opMallii oprany ynpaaiHHS UBIILHOTO 3aXUCTY 3MOXKYTh MaKCUMAaJIbHO IIBUIKO
npuiiMaTy €PeKTUBHI PIILICHHS 1100 3aJIy4Y€HHS ONTUMAIBbHOI KUTBKOCTI CHJI 1 3aC001B
JUTsl 3a0€3MEeUEHHs BHCOKOTO PIBHSI 3aXMCTy HACEJIeHHs (HANpUKIIAJ, BU3HAUYCHHS
MapuIpyTiB 3 HalMEHIIMM piBHEM 3a0pyAHEHHS JUIS MPOBEJCHHS €Bakyalii) Ta
HABKOJIMIIIHBOTO CEpEeJOBHINA, MiHIMI3alli MaciiTadiB ypakeHHs, 3a0e3NeyeHHs
e(eKTUBHOIT JIIKBIJIAI] BIAMOBIIHUX HACTIAKIB. Takok, HaJ3BUYAMHO KOPUCHUMH €
6e3ninoTHi amapatu 3 I mig yac moBeHel, 3eMIETPYCIB Ta 1HIIMX MPUPOAHHUX Ta
texHorenHux HC [1].

ITin vac HC Buxopuctanus BIIJIA no3Bosisie BUpillyBaTH CKJIaJHI 3aBIaHHS
1010 IIBUKOTO pearyBaHHs Ta e(heKTUBHOI JikBinamii HachiakiB. [lo-nepuie, BITJIA

MOXKYTh JOCITAaTH CKJIATHUX MICIb 1 3IIMCHIOBATH MOHITOPUHT Y pealbHOMY Yacl st
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BUSIBJICHHS KpUTHYHUX HeOe3neunux noii. [lo-gpyre, BIIJIA MoXyTh BUCTyIIaTH B
SKOCTI PATYBAJIBHUKIB 1 OpaTh y4acTh y MONIYKY 3HHKJIUX O€3BICTHU JIIOJEH 1 HaJaHHI
goromoru. Takox BIIJIA MOXyTh CHUIBHO CTBOPIOBATH KOMYHIKaIlIHHY
1HpacTpyKTYypy It 3a0€3MeUeHHs 3B’ I3KOM MK Ha3€MHHUMHM CITY>KO0aMH MOPATYHKY
Ta [EHTPAJIbHUM JAMCIETYEPCHKUM IMTyHKTOM. BUpIMIEHHS IIUX Ta IHIIMX Ba)JIMBUX

3aBaaHb Ha Bcix eramax HC Gasyerbcst Ha 300pi JaHKMX 3 AATYMKIB Ta Kamep Ha OOpTy

BILIA (puc. 1) [3].

i Central 5 i 4 ‘
: I \
. controller % /Ground BS

\ s

L

Puc. 1. Cxematuyne npeacrabjeHHs: Bukopuctands BIIJIA nuis Bupimenas

BAXKJIMBUX 3aBJAHb Mi/{ 4a¢ BAHUKHeHHA Ta po3BUTKy HC [3]

Bapto 3a3HaunTH, 1110 BUHUKAIOTH MEBHI TPYAHOIII i yac 300py nanux BITJIA,
SAKI HEMOJKJIMBO BHPIIIUTH 32 JIOTIOMOTOI 3BHYAMHUX METOJIB, OCOOJIHMBO, KOJH
nporiec 300py manux Ha ocHOBI BIIJIA 3miiiCHIOETBCS B HEBIIOMOMY CEpPEIOBHIIL.
Hanpuxknan, mig yac 36opy nanux Ha ocHoBi BIIJIA BuHuKae psia nmpobsieM, a came:
HEcTauya eHeprii JKUBJICHHS Ta TMOKPUTTS JIpPOHAMHU JIOCHIHKYBAHOI TEpHUTOPIi,
MacIITa0OBaHICTh, AKTYaJbHICTh OTPUMAHUX JAHUX Ta PO3MOAICHE NPUHHATTS
pimenb. KpiM Toro, TpaekTopist monsoty Ta micre3naxomkernHs bIUIA ctukatorbes 3
PI3HUMHU OOMEXXEHHSMHU, TAKUMH SIK MIHIMaJIbHAa/MaKCUMalbHa BUCOTA Ta MIBUIKICTb

MOJLOTY, pyXoMmi abo0 CTaTU4YHI TEPemKoAu, TpuBaiicTh wMicii [3]. Amnami3
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JiTepaTypHUX JpKepenl B Mid obnacti mokasye, mo Il BBakaeTbcs MOTYX)HOIO
CTpaTeri€lo IS TOAOJAHHS BUINE3raJaHuX NPOOJIEeM 1 ONTHMAJIbHOTO BHUBYCHHS
CEpEeNIOBHILL, Y IKUX BUKOHY€ETHCS MIPOLIEC 300py JaHUX.

VY nyO6nikarii [4] ontumizoBaHo TpaekTopii aekinbkox BITJIA mnsa edexTuBHOTO
300py JaHUX 1 YHUKHEHHs 3iTKHeHb MK HuMU ming yac HC. [Ins uporo aBTOpH
3aCTOCYBANIM TIOpPUIHUI aNTOPUTM IUTAHYBAaHHS TPAEKTOpii, SKUNA TOETHYE METO
IMOBIPHICHUX JIOPOKHIX KapT (probabilistic roadmap) Ta ontumizoBaHUN aJIropuT™M
mTy4YHOT O/1K0IMHO1 KooHIi (optimized artificial bee colony algorithm). B po6oTi [5]
NPEICTaBICHO pe3yJbTaTH 3aCTOCYBaHHsA O€3IpOTOBUX JITATbHHX amapariB 3
HiATPUMKOIO PETPAHCIIALII B CIIEHAPIAX CTUXIWHUX JMX Ta BUKOPUCTAHHSM METOJIIB
ONTUMI3AI] AJI1 BUKOHAaHHA pOOOTH 3a OOMEXeHHl 4Yac B IHX cueHapisx. s
OI[IHIOBAHHsI MOBEHI B peajiIbHOMY Yaci HayKoBIl B myouikaiii [6] moennamu BITJIA Ta
0e31pOTOBI CEHCOPHI MEPEXKi, 10 JO3BOJIIIO HA OCHOBI aepO(OTO3HIMKIB BHUSIBIIATH,
3M1MCHIOBATH OIIIHIOBaHHS PO3MIpYy Ta JIOKaji3allilo 3aTOIUICHUX TepuTopi. B
nyOikanii [7] 3ampoOnOHOBAaHO 1HTENEKTyaIbHUN MeXaHi3M 300py JaHMX Ha OCHOBI
e(eKTUBHOTO  PO3MOMALTY  3aBlaHb, SKUW  3a0e3medye  KOMIPOMIC  MiX
CITIBBIJTHOIIIEHHSAM 300py JaHuX 1 crnoxxuBaHHsM eHeprii BIIJIA. BukopuctoByrouu
CTpaTerii0 HaBUaHHSA 3 MiAKpimuieHHsM (reinforcement learning), aBTopamm Oysio
31MCHEHO ONMTHUMI3AIliI0 TPAEKTOPIi MOJIBOTY Ta 3a0e3MeUYeHO MepeiaBaHHs 310paHux
naHux yepes nigkirodeny mepexy BIIJIA. F. Demiane et al. B myOGmikariii [8] Ha ocHOBI
BUKOPHUCTAHHSA KOHLEMIT 300py JaHUX MPEACTaBUIN PE3ylbTaTH BUPIIICHHS 3a]adi
ontuMizaiii TpaekTopii monaboty BIIJIA migx wac kartactpodu mjis MOLIYyKY
MOCTPAKIAIHX JFOJEH 1 BIACTEKYBaHHSI HA3€MHUX MOOUTBHUX ITIICH.

IIporpamui 3aco6u 3 Bukopuctanusam LII. Ilporpamue 3a6esmeuenns I,
okpiMm BITJIA, moxe OyTH BCTaHOBJIECHO Ha BOYJAOBaHUX MPUCTPOSIX OOPOOKH, TAKUX
AK rpadiuHi TPOLECOPH 3arajJbHOr0 MPHU3HAYEHHSA, IIEHTPalbHI MPOLIECOPH,
CrieliaibH1 IHTeTpabHI CXEMHU 1 CHCTEMHU Ha KPHUCTAI.

3acrocyBanHs MetoniB IIII Takox Moxe 37iliCHIOBAaTHUCS aBTOHOMHO 3a

JIOTIOMOTOX0 XMapHUX 3aco0iB. 1le mae MOKIUBICTD 3a0MIAUTH BHYTPIIIHI PECYPCH,
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poTe €(QEeKTUBHICTh 3aJIEKUTh BiJ 4Yacy 3aTPUMKH, MPOIYCKHOI 3JaTHOCTI Ta
CTaOLIbHOCTI 3’ €JHAHHS.

Jlam  posrmsHemMo cydacHi mporpamHi  3acobu  Texsojorid I, mo
3aCTOCOBYIOTHCS I PO3B’sI3aHHS PI3HOMAaHITHUX 3aBAaHb 13 BUKOpucTaHHsIM BITJIA.

TEKEVER ATLAS

TEKEVER ATLAS — 11e iHCTpyMeHT JiJ1s1 BIIOCKOHaJIEHHS MoxkiinBocTed BITJIA.
Bin 3ab6e3neuye nepenoBy anamituky I g 06poOku gaHUX y pexuMi peaabHOTO
4yacy Ta 3a MOMEPEIHI MEepPioAu, 1 PO3IMIUPIOE MOXKIUBOCTI OE3MIJIOTHOI TEXHOJIOT1I
TEKEVER. lle no3Bomsie 30upatu BCro iHGOpMaIlIIO Ta aHaM3yBaTH ii mi3Himre. Bin
M IKITI0YAETHCA 10 IeKUTbKoX cucteM UAS ogHOYACHO 111 300py AaHUX JATYHKIB, K
3HAXOAAThCSA Ha OOpTy (HAmpuKIan, ONTUYHE Bijeo, iHGpadyepBOHE BiIeO, paaap,
MYJIBTUCIIEKTPaIbHI JATYUKH, paJlapy 31 CTATUYHOIO anepTyporo) [9]. Lls indopmariis
HAJIXOUTh Yepe3 MPUBATHY MEPEKY Ta 30MPAETHCA B IIEHTP1 00POOKHU JaHUX HA OCHOBI
AI/ML, ne Bcs iHdopMarlist 30epiraeTbcsi Ta Mo3HavaeThesl Teramu. [Ipuknan podotu

TEKEVER Atlas nokasano Ha puc. 2 [10].

< Demo flight for MESSINA  we.

W

itz 13:44:50 GMT 8]

TEKEVER ATLAS Al/ML-powered
data-centre assures Ghe right
person gets Ghe right information
at Ghe right moment.

On ATLAS you are able to create
the mission briefs. :

Puc. 2. Ilpuxiaan poooru TEKEVER Atlas na 6a3i LI

H3 Dynamics

CydacHa aBTOMaTH30BaHa cioyk0a 300py Ta aHamizy maamx H3 Dynamics
po3pobsieHa ISl PETENbHOTO OISy Ta OOCITYrOBYBaHHS BEIMKOMACIITAOHUX
CTPYKTYp 1 IPOMUCIOBUX 00’ €KTIB. BukopucToByroun 6e3niIoOTHUKH, ocHaIeH1 HD-

BiJleOKaMepaMHy, TeruioBizopamu, ckaHepamu LiDAR 1 rimepcnekTpaibHUMH
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JaTYMKaMH, CHCTEMa HaJae BaXIUBY TMPAKTUYHY i1HPOpMAII0 PO 00 €KTH
OyAiBHUITBA, BUAOOYTOK HAPTH 1 razy, COHSYHI €IEKTPOCTAHIII1, TOPTH TOILIO.

VYci nani 06poOIIsI0THCA 32 TOTOMOT 00 BIOCKOHAIEHOT aHATITHYHOT MPOTPaMHO1
matgopmu Ha 0a3i I, sxa 3abe3neuye aBTOMaTuyHE BigoOpakeHHs AeQeKTiB, a

Takox Gopmye netanbHi 3BiTH. [Ipuknaau podbotu H3 Dynamics nmoka3zaHno Ha puc. 3,

4111, 12].

THERMAL IMAGE OF

RGB IMAGE OF
BUILDING FACADE
TAKEN BY DRONE AT
NIGHT

BUILDING FACADE

IS ALSO TAKEN AT THE
SAME TIME WITH THE
RGB IMAGE

NO INTEREPRETATION

ONLY VISUAL CUES

THERMAL ANALYSIS
APPLIED TO
INTERPRETING
THERMAL IMAGE WITH
LOCATION OF AREA
WITH POTENTIAL HIGH
ENERGY LGOS

Puc. 4. ABromaTruzoBana nepesipka H3 Dynamics COHSIUHUX eJIEKTPOCTAHILIH 32
JAOMOMOI 010 MPOrpaMHoOro 3ade3neveHus Sitemark
gNext
[Iporpamue 3a6e3neuenns gNext Ha 6a3i [1II Ta KoMIT FOTEPHOTO 30py MEPETBOPIOE
BiZICO Ta 300paXEHHS KOHTPOJIBOBAHOTO O0’€KTy, 3HSATI IPOHOM, Yy BHCOKOTOYHI 3D-
MO/Ie1, HaJar0u1 KPUTHYHO BXIIMBY 1H(POpMAITiro 1151 3a0e31e4eHHs OLIbII BUAIINX Ta

eeKTUBHIIUX TIepeBipok ioro crany. [Imardopma gNext SaaS 103BosIsIE€ KOpHCTyBaYam
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MOKPAITUTA poO0OYl TPOIECH TEPEBIPKM Ta BUTpavaTH MEHINEe Yacy Ha 00 €KT,
3a0e3Meuyrour 3HaYHy €KOHOMIIO Tpalll Ta Yacy MOPIBHSAHO 3 TPaIULIHHIMU METO/IaMU.
BucokoaBromaruzoBanmii miaxin Ha ocHoB1 LI migBuiirye 6e3neky npariBHUKIB 1 BUSBIISIE
TPIIIMHY Ta Ae(EKTH, SKiI YaCTO MPOIYCKAKOTHCS MiJT Yac 3BUYaiHO1 niepeBipku. CydacHe
nporpaMHe 3abe3nedeHHs s Mu(POBUX KapT J03BOJISIE Bi3yali3yBaTd JaHi, OTPUMaH1
npoHoM, y Burisiai 3D-moxnenedt, mudpoBux mozeneit penbedy ta iH. OTpuMaHe BiJco
00’€KTy MO>KHA JIETKO 3aBaHTa)KyBaTH, TPAHCITIOBATH, pelaryBaTH Ta KOMEHTYBATH 1 BECh

MPOIIeC BUKOHYETHCS uepe3 BeO-0pay3ep. [Ipukinan podotn gNext mokaszano Ha puc. 5 [13].

Puc. 5. Ilpuxsiagu po6oTu nporpaMHoro 3ade3doeyenns gNext

gNext Mae BHCOKY €(EKTHBHICTh BHKOPHUCTAHHA JJisi Oararbox ramysei
MIPOMHCIIOBOCTI, 30KpeMa IpH: TepeBIpil 1HPPaCTpyKTypH, OymiBeab 1 MadHa JyIs
CTpaxyBaHHs, Oy/IBEIbHIX Mai/laHYMKiB; BUAOOYTKY KOPHUCHUX KOMAIWH; PO3pOOIeHHI
re0JIC3MYHMX TPOEKTIB; 3ATI3HMYHMX IHCIIEKIISIX TOIIO. BapTo 3a3HauWTH, M0 JaHe
nporpamMHe 3a0€3MEYECHHS] TaKOX MO>KHA BHUKOPHCTOBYBAaTH Uit OUTbII €(EeKTHBHOIO
VIIPABIIHHS CMITTE3BAIMIIAMH, TO3BOJIIIOYM BIIMNOBLAAIBHUM 0OCO0aM OUIbIN Kparie
PO3YMITH CTaH MaliJaHINKa, BIIPOBAHKYBATH 3aX0/1 OC3MEKH Ta 3aXUCTY HABKOJIUIITHBOTO
CEepEIOBUILIA, a TAKOXK TUIAHYBATH PO3IIMPEHHS TEPUTOPII.

Overwatch AI

Overwatch Imaging € cBITOBUM JIiJIepOM y PO3poOIll aBTOMAaTH30BAHUX CHUCTEM

Bizyamizarii ;yist BIUIA, apoHiB Ta mijloTOBaHUX JiTaKiB. [HHOBAIiHI TPOrpaMHO-TEXHIUH1
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PILLIEHHS JaHO1 KOMITaHii, sIki 0a3yroThCsl Ha BUkoprcTanHi metoi LI, komm roTepHOTro 30py
Ta TEXHOJIOT1i CHHTE3Y CEHCOPIB 151 00OPOOKH 300paskKeHb, TO3BOJISIOTH IIBUIIKO 1 €)EKTHBHO
HaJIaBaTH OTIepaTUBHY 1H(POPMAIIIIO B pSKIMI peabHOTo yacy. 1e monernrye HaBaHTaXKeHHS
Ha oreparopa Ta aBTOMATH3Yye CKJIAIHI Ta TPYJOMICTKI 3aBaaHHs. Po3poliieHi 3acobu
BUKOPHCTOBYIOThCSL B OararbOX KpaiHax CBITY JUisi 3a0e3MeueHHs peaiizaiii MIMPOKOro
CIIEKTPY KPUTHYHO BOKIIMBUX IMPOrpaM, HANPHKIIAM, TAKTUYHA PO3BIIKA, MOKEKOTACIHHS,
pearyBaHHs Ha CTHUXI1MHI JIMXa, TIOIIYK 1 IOPSATYHOK Ha MOPI TOIIIO.

Haii6inbi BimoMoro po3poOkoro naHoro BupobHuka € Overwatch Al — motyxHuii
MPOrpaMHUM TIAKeT, SIKUM HaJa€ MIUPOKWN CIIEKTP aBTOMATH30BaHUX (YHKINN 1
MOXJTUBOCTEH, BKIIIOYAIOYM aBTOMATUYHI PEXHMH TOUIYKY Ta CKaHYBaHHS, BHUSBJICHHS
00’€KTIB, BUSIBICHHA 3MIH Ha JOCHIDKYBaHHUX 00’€KTax Ta TEpUTOpIsSX. Takok aaHe
MporpamMHe 3a0e3MeueHHs] € BHKIMBAM IHCTPYMEHTOM IMIATPUMKU MPUUHSTTS PIIICHb
II0/I0 IIBUIKOTO Ta €(EeKTUBHOTO pearyBaHHs HA HAJ3BHYAiHI CUTYaIlli, TaKi sIK JIICOBI
MOKEXKI1, CTUXIMHI JMxa, po3auBy HadTH Ta XiMiuHUX peuoBuH [14]. [Ipukmnan podotu

nporpamu Overwatch Al nmoka3zano Ha puc. 6 [15].

©Overwatch Imaging Technical Overview

@ Stop Searching ‘ B New Flight Folder | o Release Control

= 100%
Filter

Vin Target Size:Om  Max Target Size: infinity

Puc. 6. Ilpuxknan po6oru nporpamuoro 3adesneuennsa Overwatch Al

IlIpozpamne 3ab6e3neuennsn komnanii Tilak

Tilak € mocBiqUeHUM PO3POOHUKOM CIIEIIaIbHOTO MPOTPAMHOTO 3a0e3MeUeHHs
IUI1 KOMEpIINHUX 1 mpoMucioBux ApoHiB, BITJIA 1 Oe3minotaux cuctem. Tilak mae
JIOCBiJ] y IPOEKTYBAHHI Ta pO3po0Ili K HACTIILHOTO, TaK 1 BOY0BAHOTO MPOTPAMHOTO

336€3H€‘ICHH}I, a4 TaKOX € CKCIICPTOM 3 HaJallTyYBaHHI HpOBiI[HOI‘O IMporpaMHoOro
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3a0€3MeueHHs JJIs IPOHIB 3 BIAKPUTHM KojoM, Takoro sik PX4 1 ArduPilot. Takox
JaHa KOMITaHis po3poOisie cnerianmizoBani moneni Il ta rmmbokoro HaBYaHHS IS
nonatkiB BITJIA, Takux sK BUSIBIEHHS HECHPABHOCTEH, pO3Mi3HAaBaHHS 00’ €KTIB,
BIJICOBIJICTE)KEHHS, YHUKHEHHsI TIEPEIIKOJ] 1 KEepyBaHHA TMOJHOTOM Ha OCHOBI
KOMIT IOTEpHOTO 30py. JlaHi Mojaeni MOXHa po3ropTaTd Ha TakuxX IiaTdopmax, sK
NVIDIA Jetson i Edge TPU.

Tilak po3poOuB HU3KY MPOEKTIB MPOTrpaMHOIO 3a0€3MEUeHHs JIs JPOHIB 3
BinkputuM kogoMm. Cepen Hux TiPlot — yHiBepcanbHMII 1HCTPYMEHT aHami3y IS
KypHaIB JdaHuX JApoHiB Ha 0a31 Windows 1 Linux, a takox cymicHa 3 DJI Bepcis
IMPOKO BUKOPHUCTOBYBaHOTOo nporpamuoro 3ade3neuenns QGroundControl. [puknaz
BOYTI0BAHOTO MPOTPAMHOTO 3a0€3MeueHHs AJIsl IPOHIB 1 pOOOTOTEXHIKH Ta MPOTrpamMHe

3a0e3MeueHHs U1 aHaTI3y )KYpHAJIIB TaHUX JIpOHA MTOKa3aHo Ha puc. 7 ta 8 [16].

estimator_innovations/gps._vpos X

Puc. 7. Ilporpamue 3a0e3ne4eHHs AJ151 aHAJI3Y KyPHAJIiB JaHUX JAPOHA

BucnoBkn. CyuacHi BIIJIA € edexkTUBHUM IHCTPYMEHTOM [IJIi BHPIIICHHS
IIUPOKOTO CIIEKTPY 3aBlaHb y PI3HUX cdepax HaIiOHAJIBLHOTO TOCIOJAapCTBa Ta
CHUCTEMI IIUBLIHLHOTO 3aXUCTY. [XHs IHHICTD TOJIATaE y 3IaTHOCTI IIBUJIKO Ta OE3MEUYHO
oTpUMyBaTH 1HQoOpMaIlit0 MNpo AOCHIKYBaHi 00’ektn abo Teputopii 0e3

6e3nocepennboi yuacti moanHu. OcoOnrBo akTyaidbHUM € 3actocyBaHHs BIUIA mix
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yac HC, xonu yMOBHU HE J103BOJISIIOTH 3A1MCHUTH ONEpaTUBHE BTPYUYaHHS MEPCOHAITY

4yepe3 CKIaaHui penbed, 601oBI ii, 3a0pyIHeHHS a00 3pyHHOBaHY 1HOPACTPYKTYPY.

Q [ IR

EEEY 30.00 m

Rotate Entry Point

A

Puc. 8. BizyaJizauisi pe3y/ibTaTiB po00TH NPOrpamMHOro 3ade3nevyeHHst
QGroundControl

VY Takux BUMaAKax TUCTAHIIMHUN MOHITOPUHT 13 BUkopuctanHsM BITJIA 3nauHO
3HWKYE PUBHMKHU JUIS PATYBAIBHUKIB 1 MIABUINYE €PEKTUBHICTh MPUUHATTS PIIICHB.
J11s po3B’si3aHHs MOAIOHUX 33/1a4 MTPOBITHUMHU KOMITaHISIMH CTBOPEHO CIIeIiani30BaHi
nporpamHi 3acoou 3 enementamu LI, 30kpema TEKEVER Atlas, H3 Dynamics,
gNext, Overwatch AIl, TiPlot, QGroundControl Tomo. BoHM 703BOJSAIOTH
3aicHIOBaTH 30ip Ta aHami3 JaHux, OyayBatu 3D-momeni penbedy i 00’€KTiB,
BUSBIIATH JedeKTH, mnepenaaBatu 1HGOpPMAII0 B peaJlbHOMY dYaci Ta YacTKOBO
aBTOMATHU3YBAaTH IMPOIIEC YIPABIIHHS.

OTtxe, BupoBamkeHHs TexHosorii LI B amapatHo-nporpaMHUX KOMILJIEKCAX Ha
6a31 BIIJIA € kJIF0O40BUM YMHHUKOM T1JBUINECHHS €()EKTUBHOCTI B Taly3sX O€3IeKH,
CUTBCBKOTO TOCTIOZapCTBa, OymiBHUIITBA Ta 1HIMX. [le 3abe3neuye Touny 0oOpoOKy
BEJIMKUX OOCSTIB JaHWX, 3MEHIIY€ BIUIMB JIOACHKOTO (akTopy Ta BiIKpHBAE
MEPCTIEKTHUBH CTBOPSHHSI IHTETICKTyalIbHUX aBTOHOMHHX CHCTEM.
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Abstract. In the work, it is analyzed the main aspects of artificial intelligence
usage for the formation of graphic images. The main stages of the graphics pipeline for
image formation and the prospects of applying artificial intelligence for their
optimization are considered. Generative adversarial networks, diffusion models,
transformers, ensemble learning methods, which are used for image generation, are
characterized. Direct image generation as the alternative to the image formation using
graphics editing tools is examined. The ways of optimizing the stages of 3D-model
formation, texture generation, texture mapping, 3D-model’s surface shading and
formed image post-processing are analyzed in detail.
Keywords: rendering, generative adversarial networks, transformers, diffusion

model, graphics pipeline.

Introduction. Current state of computer graphics technologies development is
characterized by a constant increase of requirements to the realism and productivity of
image formation. Formation of highly realistic images involves considering the
geometric features of scene’s object surfaces, optical properties of materials, key
aspects of light interaction with the surface. At the same time, in the systems of virtual
reality and interactive computer games it is necessary to provide the formation of
images in the real-time mode. The development of artificial intelligence (Al)
algorithms has significantly expanded the list of main approaches to image formation

and processing. Therefore, Al usage gives the possibility to provide a highly realistic
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and highly productive image creation at the same time. As a result, the analysis of
applying Al for direct image generation and optimization of traditional image
formation techniques is actual.

Literature Analysis and Problem Statement

Formation of graphic images [1] is a complex task, which includes a few key
stages and uses different technologies for creating, editing, and visualizing the graphic
content.

The process begins with the modelling [2], where artists create 3D-models of
objects, using special software tools, precisely determining the forms, sizes and
proportions of models. The next is texturing [3], where textures are mapped into the
surfaces of 3D-models in order to provide them with the realistic appearances. After
texturing, the lighting modelling stage begins [4], where the respective shadows and
glares on objects are reproduced based on the normalized vectors [5,6] to light source
and the viewer. Rendering [7] is the process, where all models, textures and lighting
parameters are combined for the creation of final image. As a result, the color intensity
is calculated for every point of image. Consequently, rendering can require significant
computational resources of computer. There are different techniques of rendering,
including rasterization and ray tracing. Rasterization [2] is fast and effective, but cannot
provide such level of realism as ray tracing [2], which requires much more
computational resources, while providing very realistic images, reproducing complex
effects of lighting and shadowing. The process ends with a post-processing [8], which
involves color correction, adding visual effects and other changes, which improve the
general appearance of the final image.

The listed stages together create the graphics pipeline for image formation (Fig.
1) [9]. The sequence of graphics pipeline stages is general and may vary slightly in
special cases.

At the same time, the fast development of Al gives the possibility of optimal
object’s polygonal model formation, generation of photorealistic textures,

determination of appropriate lighting model at the respective stages of graphics
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pipeline. Additionally, the direct generation of a highly realistic image based on the

text description or three-dimensional object’s model is possible.

Scene description Stage of scene’s
T description
Affine operations

Viewport operations,
Stage of geometrical

transformations

Polygonal modelling|

Polygon processing

emoval

Stage of
Image visualization visualization

Stage of rendering

I

Fig. 1. Main stages of general graphics pipeline [9]

Therefore, Al tools give the possibility to effectively augment the current image
formation methods. Hence, conducting the analysis of Al usage for image formation is
actual.

Research Results

Main Neural Architectures and Methods for Image Generation

In the process of generating graphic images using Al, various neural network
architectures are used, each of which has its own characteristics, advantages, and scope
of application.

One of the most common directions is the use of Generative Adversarial Networks
(GAN) [10]. This direction involves the interaction of two neural networks - a
generator and a discriminator. The generator creates new images based on random
input data or feature vectors, and the discriminator tries to distinguish the generated
image from the real one. During the training process, both networks are improving, and

eventually the generator begins to create images so realistic that the discriminator
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cannot determine whether they are artificial. Conditional GANs (cGAN) [10] give the
possibility to set additional conditions for generation. For example, the user can specify
the category of the image. In particular, the Pix2Pix model [11] learns the
transformation of an image from one type to another. For example, a satellite photo of
a landscape is transformed into a map of the area. At the same time, paired samples of
the original and transformed images are necessary during its training. CycleGAN [10],
unlike cGAN, does not require using pairs of original and transformed images. The
CycleGAN architecture involves the use of two generators and two discriminators. The
first generator generates a transformed image based on the original, the second
generator reconstructs the original based on the transformed image. As a result, cyclic
consistency is ensured. A transformed image is generated in such way that original
image can be reconstructed as accurately as possible. Progressive GAN (PGGAN) [10]
lies in gradually increasing the sizes of the generator and discriminator during training.
This provides a gradual formation of the image from low to high resolution.
Wasserstein GAN (WGAN) [10] involves the use of an alternative error function
Wasserstein distance, which provides more stable training on the data.

Another type of generative neural network are autoencoders [10], which are used
for image compression and restoration. They consist of two parts: an encoder that
converts an image into a compressed feature vector, and a decoder that uses this vector
to reproduce or generate a new image. Unlike classical autoencoders, Variational
Autoencoders (VAEs) work with probability distributions, which allow the model to
learn the creation of new images that are variations of those already seen. As a rule,
GANSs provide clearer images compared to autoencoders.

Another important type of generative neural networks are diffusion models [12],
which have become popular thanks to systems such as DALL-E 2, Stable Diffusion,
and Midjourney [12]. These models work on the principle of gradual “cleaning” of
noise. First, the model takes a random noisy array of pixels, and then, after hundreds
or thousands of iterations, using the back diffusion process, transforms it into an

ordered image that corresponds to a given text description. This approach ensures high



169

quality and detail of the generated images. Compared to GANSs, diffusion models are
characterized by more stable training, but less productive image generation.

Another important method is the use of transformers [13], which were originally
developed for natural language processing, but later adapted for visual tasks. They
provide the possibility to analyze a text query in a complex context, taking into account
the semantic connections between words, emotional coloring and style. For example,
the CLIP (Contrastive Language-Image Pretraining) model [14], developed by
OpenAl, gives the possibility to compare text descriptions with visual images, find
correspondences and form semantic connections. Transformers involve the use of
attention mechanisms [13], which allow the model to "understand" which elements of
the text description are the most important, and accordingly focus attention on
generating key details of the image.

The method of image generation through combining several layers of different
levels of abstraction — the so-called Hierarchical Generative Models — is gaining
popularity. Image creation occurs in stages: first, the general structure of the scene is
formed, then the main color arrays are filled, and only after that, small details, shadows,
textures, and realistic effects are added.

In addition, there are ensemble methods that combine several models
simultaneously [15]. In such systems, the result is generated by several different
models, after which the best option is selected or several partial results are combined
into a single composition. In particular, Y. Wang et al. [15] distinguish three directions
for training GAN ensembles. Standard ensemble (eGANSs) [15] lie in that the several
GANSs are trained on a dataset with random initial parameters. When generating an
image, one of the models is randomly selected. Self-ensemble GANs (seGANSs) [15]
lie in that the each GAN in the ensemble is characterized by the same set of initial
parameters and differs in the number of training iterations. Cascade GANs (cGAN5s)
[15] are characterized by the use of a sequence of GANs. Each GAN improves the
visualization results of the previous model, and the transition to the next GAN is carried

out if the discriminator accuracy exceeds a certain threshold value.
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One of the most promising and relatively new directions is the use of hybrid models
that combine the capabilities of language and image processing in a single architectural
space. They are able to analyze text queries more deeply, taking into account not only
keywords, but also context, logic, stylistic features and even the hidden mood of the
description. An example of a hybrid model is the combination of the CLIP model, which
provides the analysis of correspondence between text and image, and VQGAN for image
generation [16]. VQGAN (Vector Quantised GAN) is a modification of GAN, which lies
in using a special codebook to improve the quality of the generated image.

Another promising direction is the use of reinforcement learning, when the model
learns to improve results not only based on statistical correspondences, but also through
"rewards" for high-quality images.

Key Aspects of Training Model for Image Generation

An important aspect of the process of generating graphical images using Al is
training the model. To achieve high-quality generation, neural networks are trained on
huge arrays of images accompanied by descriptions, tags or metadata. The model
gradually learns to recognize patterns, structures, color schemes, compositional
techniques and contextual connections between words and visual elements. For example,
it remembers that the phrase “blue sky” is most often associated with a background, and
“person in a coat” with a certain type of clothing. The more data the model receives, the
more accurately it can generate relevant images. However, training on such arrays also
creates the risk of accidentally reproducing fragments of existing images.

In addition, modern systems often use the Transfer Learning method - retraining
already trained models on new, more specific data sets. This gives the possibility to
adapt models to specific styles and genres. As a rule, transfer learning is used in cases
of limited data, high complexity of training a model from scratch. An important
innovation is LoORA (Low-Rank Adaptation) - a method of retraining models with
minimal computing resources. The method lies in "freezing" the training parameters of

a large model and training the parameters of additional small-sized matrices.
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Stages of the Direct Image Generation Process

The process of generating graphic images using Al consists of several sequential
stages that depend on the type of model used, but the general logic of such systems
remains the same.

It all starts with entering a text description or other type of query — it can be a
key phrase, a set of tags, an image, or a combination of them. Such a text query is called
a “prompt” and is the basis for further work. The user formulates his vision of the
desired result: for example, “a futuristic city at night, with neon lighting, in a cyberpunk
style.”

The Al-system then interprets this query using a pre-trained transformer model
that converts the text into a numerical representation—a feature space vector. This
vector contains semantic information about objects, their relationships, styles, colors,
spatial location, and more.

The next stage 1s the image generation itself. In the case of GAN [10], a special
generator creates an initial image based on feature vectors, after which the
discriminator evaluates its realism. Both networks work together until the generator
learns to create the most plausible images. In diffusion models [12], the process begins
with random noise — a matrix of random pixels, which is cleaned up in several hundred
or thousand iterations and takes the form of an image according to the content of the
query. The model constantly compares the intermediate results with the semantics of
the entered description, adjusting the shape, color, shadows, proportions of objects and
other visual characteristics. Fig. 2 shows an example of an image generated using the
DALLE 3 model.

Once the image is generated, the user has the opportunity to modify it. In particular,
the Neural Style Transfer method can be used to change the style. The neural network
extracts contour or structural information from one image and style information from
another, and then combines them into a new visual object. For example, images are

transformed into "paintings" in the style of Van Gogh, Picasso, or modern artists.



Fig. 2. Example of generated image using DALLE 3 model

From a technical perspective, the entire image generation process is implemented on
powerful graphics processing units (GPUs), which process large amounts of data and
perform parallel calculations necessary to quickly generate high-quality images. The result
is output as a finished digital image in JPEG, PNG or even PSD format.

Applying Artificial Intelligence at Different Stages of Graphics Pipeline

Let's analyze the application of Al at the following stages of the graphics pipeline [9]:
polygonal model formation, texturing, shading, and post-processing.

Using Al to generate polygonal models is one of the promising technologies in 3D-
graphics. A polygonal model is a 3D-model built from a large number of polygons that
describe the surface of an object. Typically, creating such models requires complex manual
labor and a large amount of time, but applying Al significantly optimizes this process.

One of the main directions of appying Al in creation of polygonal models is generation
of three-dimensional objects on the basis of two-dimensional images. For example, Al
models built on the basis of convolutional neural networks (CNN) can restore depth of a
scene using so-called depth maps, which are then used to build a polygonal mesh. Another
promising method is to use generative models to form 3D models based on text description.
For example, DreamFusion [17] from Google allows to create detailed 3D model on the
basis of given text. In Fig. 3 examples of DreamFusion generated 3D models based on text

description are given.



173

S TRIR bk S A e an intricate wooden carving a hlgh}ly detailed metal sculpture of :

. n — sauirrel wearing a kimono Squirrel wearing a medieval suit of
wearing a medieval suit of armor afiEsquine] WENNEE

. - wielding a katana armor reading a book
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Fig. 3. Examples of generated 3D-models using DreamFusion [17]

Another direction is automated retopology [18]. This is the process of transforming
an irregular polygonal model into an ordered, optimized model with fewer polygons [19]
using Al or specialized algorithms, while preserving the object's shape and visual quality.
Retopology is an important step in 3D-modeling, especially when the original model was
created manually or generated by scanning or other methods, which often produce a large
number of triangles without a logical structure. Such "dirty" geometry is not suitable for
animation, real-time rendering, or integration into game engines. Modern automated
retopology tools, such as ZRemesher in ZBrush, Quad Remesher, Instant Meshes,
TopoGun, as well as individual Al solutions built into Blender, Houdini, and Maya, use a
variety of algorithms: from heuristic and analytical to neural networks. The user can set
parameters such as density limits and level of detail. More advanced algorithms are able
to recognize anatomical features or logical parts of an object and independently determine
where a higher mesh density is needed (for example, in places of animation), and where it
can be reduced without loss of quality. In particular, scientists from the University of
Berkeley (USA) are developing the Retopokill software tool [ 18] for optimizing polygonal
models in Blender based on Al

Let’s consider a conceptual model of automated Al retopology of object models.
First, the Al analyzes the surface of the object, identifying the main features of the shape:
bends, protrusions, depressions. The system builds a surface curvature map, which
determines where more polygons need to be placed to maintain accuracy, and where the
mesh density can be reduced. The second stage is to determine the edge flow and guide
curves of the model. The neural network analyzes the logic of building the topology: for

example, how to place polygons around the eyes, mouth, joints, folds of the object. The
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third stage is building the primary mesh. At this stage, the system forms a base mesh of
regular quads or triangles. The algorithm automatically adjusts the sizes and locations of
polygons to preserve the general contour of the surface, while minimizing the number of
polygons and preventing the appearance of excess geometric elements. The next stage is
to optimize the newly created topology. The algorithm corrects the placement of vertices,
eliminates topological artifacts (for example, excess vertices). The mesh density can be
corrected - for example, higher density in areas of the face where there will be deformation
during animation, and lower in flat areas, such as the back. After that, attributes from the
initial model are transferred - such as normal maps, textures. The final stage is the output
of the final retopologized model, ready for export. The user is given the opportunity to
compare the initial and optimized models, as well as manually make adjustments if
necessary. In general, the direction of automated retopology is characterized by a
significant amount of research, but the number of ready-made solutions in the form of
plugins is insignificant. This is explained by the instability of the results of Al optimization
of the polygonal model, imperfect training data sets.

Al can automate the texturing process by using large datasets to generate textures
from existing images, which significantly speeds up and optimizes the workflow. The
Texture Synthesis method [20] allows using the VGG-19 (CNN) model to generate a
texture that matches a real photo. To determine the accuracy of texture generation, the
Gram matrices for the reference and generated images are compared. Technologies such
as GAN are used to increase the resolution of textures. In addition, Al can detect and
automatically correct visual defects in textures.

The shading stage involves determining the color intensity of each pixel in the image.
In computer graphics, there are a large number of shading methods [1], such as Gouraud
shading, Phong shading, Flat shading, PBR shading, and others, which differ in the level
of realism, performance, and stylization. The choice of a shading method usually depends
on the context of the task: the scene, the material, the target graphics style (realistic or
stylized), technical constraints, and the target device (game console, mobile device, render
farm). Al can be effectively used to automatically select the shading method, which is

especially useful in interactive rendering systems.
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There are four directions of using Al to select a shading method for scene. The first
method is to classify the scene by type. The neural network analyzes the input parameters
(number of objects in the frame, presence of dynamic lighting, type of materials, type of
game or application) and classifies it as corresponding to a certain style: realistic, stylized,
technical, artistic, etc. Based on the analysis, the Al recommends the optimal shading
method: for realistic scenes - PBR or Phong shading, for stylized - Toon shading, for
prototype scenes or scenes of technical renderers - Flat shading. The second direction is
the analysis of materials and lighting. The Al system can study the materials of the scene,
their characteristics (surface shininess, roughness), the number of light and shadow
sources, and on this basis predict which shading method will best convey the visual
properties of the material. For example, if many shiny surfaces are detected, Al can
recommend using Phong shading, if matte materials prevail, Gouraud shading, and in the
case of complex materials (hair, fabric) - PBR shading. The third direction is performance
optimization. It is possible to build a system that analyzes device resources, the number of
objects in the scene, the frame rate and dynamically changes the shading method in real
time. For example, on weak devices, it automatically turns on Flat shading or Gouraud,
and on powerful devices, PBR with HDR lighting. The fourth option is to use generative
models that, based on text queries, automatically "guess" which shading method best suits
a given artistic style. For example, if the user enters the prompt "in the style of Japanese
animation", Al applies Toon shading, and if the style is "post-apocalyptic photorealism",
it selects PBR shading.

In addition to the choice of the surface shading method, the choice of the bidirectional
reflectance distribution function (BRDF) [21-24] is important, which is used, in particular,
to reproduce glare on object surfaces. BRDF is a key element in rendering, as it describes
how light is reflected from a surface depending on the angle of incidence and observation.
Different materials have their own unique reflection properties - for example, metal has a
strong specular reflection, plastic - combined, and fabric - mainly diffuse. Traditionally,
the selection of an appropriate BRDF model (e.g., Phong, Cook-Torrance) and adjustment
of its parameters is performed manually, which requires a lot of experience. Al gives the

possibility to automate this process. The process of selecting a BRDF using the Al method
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begins with the analysis of input data - this can be photographs or scanned data of the
object, a 3D model, or even a text description of the material. A neural network trained on
a large database of examples automatically classifies the type of material, detects its
properties (roughness, surface shininess) and matches them with BRDF models that best
reflect the physical behavior of this material. For example, the system can automatically
recognize that a shiny black surface is a lacquered plastic and select the appropriate BRDF
with a microfacet structure.

Another direction is the use of neural networks to model unique BRDFs that cannot
be described by classical analytical methods. Typically, such functions provide a compact
approximation of measured data sets of the reflectance of materials. For example, the
neural network proposed by Sztrajman et al. [25] takes as input the halfway and difference
vectors, models the bidirectional reflectance distribution function and provides prediction
of the RGB components of the color intensity. The calculation time of the neural network
BRDF is comparable to the calculation time of the analytical BRDFs. Only 675
parameters are stored. In the standard case, this would require storing a large table of
measured data and applying decomposition methods to it.

In addition, modern Al systems can not only select a BRDF model, but also optimize
its parameters, such as roughness, shininess, albedo. This is achieved through inverse
rendering methods. A common direction of inverse rendering is the use of neural radiance
fields (NeRF) [26-28], which lie in predicting for selected points radiance values and
volumetric densities based on input photos. Based on the predicted data, volumetric
rendering methods are applied and the final image is formed. Similarly, specialized neural
rendering methods have been proposed for the reconstruction of BRDF values. The NeRO
method [29] provides the reconstruction of surface geometry and BRDF values by directly
using the rendering equation, as well as separate multilayer perceptrons for modeling
direct and indirect illumination.

When rendering 3D scenes, it 1s useful to select the optimal colors of materials. For
example, cold colors of materials can convey the atmosphere of the evening, and warm
ones - a cozy environment. Al can select the color for objects depending on their role, the

general atmosphere of the scene and lighting. If the object should attract attention, Al will
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choose more saturated, contrasting colors; if the object is secondary — muted, background
colors. When selecting colors, Al systems can use the rules of color science (color circles,
contrast and complement theories), as well as databases of trend combinations - for
example, from Pinterest, Behance or Adobe Color.

The post-processing stage of the generated image is also characterized by the wide
possibilities of using Al. In particular, Al is used for anti-aliasing, improving texture detail
level, correcting lighting and shadows, and changing the image style. Anti-aliasing is the
process of smoothing out the jagged edges that appear when generating images with
limited resolution of the display device. Traditional anti-aliasing methods (SSAA, MSAA,
FXAA, TAA) cope with this task quite well, but have their limitations: high load on the
GPU, image blurring, problems with details or motion effects. The use of Al gives the
possibility to achieve better anti-aliasing quality with lower resource consumption and
with a smarter approach to preserving details.

Let's consider Al-based anti-aliasing methods: DLSS, DLAA, FSR, XeSS, as well
as the new concept of Smart Anti-Aliasing.

A well-known example of combining SSAA (Super Sampling Anti-Aliasing) and
Al is Nvidia's Deep Learning Super Sampling (DLSS) technology. DLSS [30] lies in that
the deep neural network is trained on the pairs "low resolution + artifacts" - "high
resolution without aliasing". During rendering, the image is formed in low resolution and
intelligently scaled.

Another technology Nvidia DLAA (Deep Learning Anti-Aliasing) [30], unlike
DLSS, involves preserving the original resolution. A special intelligent technology is used
to smooth the contours. In general, the image processing process is of higher quality, but
less productive compared to DLSS.

Intel XeSS technology [31] uses machine learning for smoothing and scaling,
working even on third-party video cards.

AMD FidelityFX Super Resolution (FSR) [32] 4 also provides increased image
resolution and is evolving towards integration with Al.

Traditional Temporal Anti-Aliasing (TAA) uses information from previous frames

to smooth the image, but has drawbacks such as motion blur. Al can analyze frames more
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deeply and adapt anti-aliasing much more accurately. For example, K. Herveau et al. [33]
proposed using CNNs to predict the values of two filters used to combine the rendered
frame and information from previous frames.

Let's analyze the concept of Smart Anti-Aliasing. In future implementations, Al will
be able to understand what is depicted in the scene. For example, if an edge belongs to a

character's face, one type of anti-aliasing is applied, and if it is part of the distant

background, another, less expensive type.

This is a step towards fully integrating Al into graphics pipelines.

Let's compare classical and Al anti-aliasing methods (Table 1) according to the

criteria of "productivity", "smoothing quality", "detail preservation", "dependency on

resolution"”, "scene adaptation”, "training on data", "GPU support", "application".
Table 1
Comparison of classical and Al-based anti-aliasing methods
Characteristics Classical methods Al-based methods (DLSS, DLAA,
(SSAA, FXAA, MSAA, TAA) XeSS, FSR)
Productivity Average or low High
Smoothing quality | Good, but often with artifacts (blur, | High accuracy, minimum artifacts

ghosting)

Detail preservation

Fine textures are often blurred

The sharpness of edges and details is
preserved

Dependency on | Work better when the screen | Efficient even when screen resolution

resolution resolution is high is relativelty low

Scene adaptation Fixed approach Dynamic adaptation to the motion and
context of scene

Training on data Absent Big datasets are used

GPU support High compability Require special hardware (like tensor
cores) and API

Application Universal (games, Ul, video) Mainly in games with Al support

The advantages

of Al anti-aliasing are higher quality of smoothing, which is

performed only where needed, fewer artifacts, and adaptation to the scene context.

Let's consider the main modern Al anti-aliasing methods in more detail (Table 2).
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Table 2
Examples of modern Al-based methods of anti-aliasing
Title Developer Technology Characteristics Accessibility
DLSS 4 | NVIDIA Super Frame Generation, high-quality | RTX 50, partially
Sampling+Al smoothing RTX 20+
DLAA | NVIDIA Al Anti- | Focused on quality without | RTX 20+
Aliasing scaling
XeSS Intel Al Upscaling Performs best with Intel Arc, | Intel Arc, Xe-LP,
supports other GPUs AMD, NVIDIA
FSR 4 | AMD Al Upscaling Introducing Al-upscaling for a | AMD RX 9070/ 9070
high quality smoothing XT

Therefore, Al upscaling is broadly used to increase the resolution and quality of
images. Rendering at low resolution before upscaling provides efficient generation of
3D-frames.

Conclusions. In the work, it is analyzed the usage of Al for generating graphic
images. Diffusion models, GANs, and transformers are most often used to generate
images. Transformers effectively analyze the semantics of a text query. GANs generate
realistic images, but their training is unstable. Diffusion models generate high-quality
images and are stably trained, but are less productive. Direct image generation
significantly saves image creation time compared to using traditional graphic tools.
The use of Al at different stages of the graphics pipeline gives a possibility to generate
a 3D-model and texture from a photo, optimize a 3D-model, select a shading method,
encode tabular values of the light reflection model, select material colors, and improve
the quality of image post-processing.
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AHoTamis. JlocnipKyroThes Ipo0IeMH MepcoHai3allli HaB4aJIbHOTO MPOIECY B
ymoBax 1udpoBoi TpaHchopmallli Ta 3aCTOCYyBaHHA Cy4aCHHUX CEMAHTHYHHUX
TEXHOJOTIA I i1 MmATpUMKU. PO3risnarThes I1CHYHOYl CTaHIApTH Ta 3acolu
30epeKeHHSI, TMONTYKY Ta MOBTOPHOTO 3aCTOCYBaHHS HaBYAIbHUX 00’ €KTIB Ha OCHOBI
iX CEeMaHTMYHOIO aHali3y, L0 CHPSMOBAaHUNA HAa PO3POOKY MEPCOHAIBHUX MUISIXIB
HABYaHHS BIJMOBIIHO 0 1HAWBIAYaJbHUX MOTPeO CTyAEeHTa, HOro 3HAHb Ta OCBITHIX
mijgeil. 3ampomoHOBAaHO  3aCTOCYBAaHHS  METOAIB ~ MAIIMHHOTO  HABYaHHS 3
MIIKPIIUICHHSM JUIS TIOOYJIOBH TIEPCOHAJIBHUX HAaBYAJIBHUX NUISXIB HA OCHOBI
KOHIICTIIIIi KOMITO3HIII CepBICiB: HaBYAIbHI 00'€KTH IHTEPIPETYIOTHCS SIK CEPBICH 3
napameTrpamu sikocti QoS. Po3pobiaeHo moandikoBaHU METO] MAITUHHOTO HABYAHHS
Rule-based QoS-based Q-Learning, sikuii 3abe3rneuye afanTHBHE BJIOCKOHAJICHHS
cTparerii BHOOPY y AWHAMIYHUX CEpPEOBHINAX, 3aMoOITaHHS 3allUKJIIOBAaHb Ta
HeepekTuBHUX 1. JlOCHIPKEHO MporpamMHy peajizaliilo MeToja, MpOoaHai30BaHO
NEPCHEKTUBU TMOJANbIIUX JOCHIPKEHbh Ha OCHOBI IJMOOKoro QQ-HaBYaHHS Ta
PO3IIMPEHHS MEXaH13MiB pOOOTH 3 TUHAMIYHUMH CEPEIOBUIIIAMH.

KarwouoBi cioBa: HaBUalbHHUI 00’€KT, MEPCOHATBLHUM HAaBUYAJIBHUM HUIAX, Q-
learning, HaBYaHHS 3 MiAKPITICHHSIM.

USE OF SEMANTIC TECHNOLOGIES AND REINFORCEMENT
LEARNING IN CONSTRUCTION OF PERSONAL LEARNING PATHWAYS

Rogushyna Julia'?, Gryshanova Iryna'
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Abstract. This study explores the challenges of personalizing the learning process
in the context of digital transformation and the use of modern semantic technologies
that support this process. We consider existing semantic-based standards and tools for
storing, retrieval and reuse learning objects. Their semantic analysis focuses on
construction personal learning pathways (PLPs) accordinf to individual needs,
knowledge and learning goals of students. We propose the application of reinforcement
learning methods for PLP constructing based on the concept of service composition:
learning objects are interpreted as services with quality of service (QoS) parameters. A
modified reinforcement learning method, Rule-based QoS-based Q-Learning, is
developed to enable adaptive improvement of strategy selection in dynamic
environments, prevent looping and eliminate inefficient actions. The study also
represents a software implementation of the proposed method and analyzes prospects
for further research, including deep Q-learning and enhanced mechanisms for handling
dynamic environments.

Keywords: learning object, personal learning pathway, Q-learning,

reinforcement learning.

Beryn. [{udpose ocBiTHE cepenouiie 3ade3nedye T0CTYM 0 BEIUKOI KiTbKOCTI
HaBYAJILHUX PECYPCIB , K1 MOXKYTb OYTH BUKOPUCTaH1 JJIsl MIEpPCOHATI3allli HaBYaHHS
BIJIMOBITHO 70 1HAMBIAYaJbHUX OCOOIMBOCTEH CHPUMHSTTS iH(MOpMAaIli, yrnomo0aHb
Ta PI3HOMAaHITHHX JOJAaTKOBUX 3HAaHb Ta HABHUYOK. AJie came KUIBKICTh, 00CHT,
JUHAMIYHICTh Ta TETePOreHHICTh TaKUX peCcypciB MOTPEOYIOTh 3aCTOCYBaHHS
CydyaCHHX CEMaHTUYHMX TEXHOJIOTIM HJis aBTOMAaTH3aIlil TOIIyKy, aHali3y Ta
iHTerpamii  1ux  ingopmayivinux  06’ckmie  (10), 1m0  CympPOBOIKYETHCS
CTaHIaPTH30BAHUMH METaJaHUMH.

[ponec mdpoBoi TparchopMmarlii OCBITH BUMarae 4itkoi Gopmaizailii eIeMEeHTIB
€KOCHCTEMH HaBYaHHS Ta 1i OCHOBHMX 3aja4 JIsi BUOOPY BIAMOBIAHKMX 1HGOpMAIIHHUX
TEXHOJIOT1i 00pOOKY 3HAHb Ta CTBOPEHHS BIAMOBITHUX MPOTPAMHHUX PIIICHb.

AHaJi3 JliTepaTypu Ta mocTaHOBKA Npooduaemu. [lepconanizartist HaB4anHs (GrofT,

2017) € ogHi€rO 3 BAKIMBUX TEHICHITIN PO3BUTKY OCBITH BIPOIOBXK JECATKIB POKIB, sIKa
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BUKJIMKA€E BEJIMKY 3alliKaBJeHICTh HaykoBoi cnuibHOTH (Shemshack & Spector, 2020).
Ane mudpoBa Tpanchopmariisi chepu OCBITH 3HAYHO 3MIHIOE BHKJIMKH Ta TEHACHINT
JOCHIJIKEeHB Y I1iH1 cepl, TOTpeOyroUur OB IMMPOKOTO 3aPOBAPKEHHSI CEMAHTUIHUX
TexHoJorii, Data Mining, 00po6ku Big Data Ta eieMeHTIB IITYy4HOTO 1HTEJIEKTY.
Mo’xHa BUOKPEMHTH KiJIbKA PIBHIB TaKO1 epCOoHaI3allii:
- BUOip MaitoyTHRO1 mpodecii abo cdhepu MIAIBHOCTI SE S, IO BU3HAYAE HAOIP

NOTPIOHMX KOMIIETEHIIN {J; }= s Ta BUOIp yCTaHOBU insé& Ins, 110 HAJA€ pEIEBaHTHI
ocBiTHI nocinyru Vg dLC @Ans);
- BU3HauUeHHS HaOopy HasuanvHux xypcié (Learning Course, LC), siki MOXYTh

OyTH BHMKOpHCTaHi 37400yBadeM Uil OTPUMAaHHSA KOMIETEHUIH {g,}=s mi1d se€ S

(3a7eXHO  Bi 3HAaHH Ta HABMYOK 3J00yBada oOcBiTH) {1l GlTakux, 10
V1g,j=1,n3q; € s — el eTal TPaAULIHHO OB’ A3YIOTh 13 TI00YA0BOIO IHOUBLOYATbHOI

ocgimnwvoi mpaexkmopii (10T) 3q700yBaya;

- BU3HAUEHHS TMPUIYCTUMUX TmocaigoBHocTel BuBYeHHs LC Ta BuOIp
ONTUMAJILHOI 3 HHUX JUISI KOHKpPETHOro 3a00yBada (BIAMOBIAHO O HOro
IHAUBITyIBHHX ITITIEH, 3A10HOCTEH Ta MOKIIMBOCTEN );

- BUOip BuKiIagada a= Stafifns), cmiBnparis 3 SKUM Ma€ 3a0e3NeYUTH HAaHOTBII

e(heKTUBHUIN HABYAJILHHM TIPOIIEC;

- BU3HA4YCHHS Ha0opy HasuanvHux 06 ekmis (Learning Object, LO), mo MicTITh
iHbOopMaIlio, 0 HeoOX11Ha KOHKPETHOMY 3700yBauy Jijisi BUBYEHHS 1eBHOTO LC;

- BU3HAUCHHS 1HJIUBIAyabHOT mochigoBHOCTI BuB4YeHHs LO (PLP, (Personal
Learning Pathway) (Chen, 2008) 3 ypaxyBaHHSM HasSBHUX 3HAaHb Ta HaBUYOK
3m00yBava JyIs yCHinHoro BuBYeHHs nesHoro LO.

VYci i eranmu moTpeOyOTh 3aCTOCYBAaHHS 3HAHB SIK IMIOJ0 MPEAMETHOI 00JacTi
(ITpO) naBuanns ta nepruHeHTHUX LO, Tak 1 moa0 camoro 3m00yBada. Ha Bummx
pIBHSIX mepcoHam3aiii 3700yBauy Mae OLIbllle MOMKJIMBOCTEH s OCOOMCTOrO
OPUMHATTA pilIeHb BIAMOBIIHO A0 BJIACHUX YMOJ00OAaHb Ta YSABIEHb MPO MaWOYyTHIO
npodeciiiHy isJIbHICTh. AJIe HIDK4Yl PIBHI Takoi IepcoHami3aimii moTpeOyoTh

cTpykTypoBaHoro ysBieHHs 1mono [IpO Ta cnenudiky ii BUBYEHHS, MPUITYCTUMI
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MOCTIJOBHOCTI BHMBYEHHS OKPEMHUX JUCIUIUIIH, PO3YMIHHS B3a€MO3B’SI3KIB MIXK
OKPEMHUMH KOMIIETCHIIISIMU Ta HABUYKAMH TOIIO, sIKI IOBUHEH MAaTH BHUKJIaaad. Tomy
HAa [IUX eTarnax Mpolec MepcoHai3amii HaBuaHHs Ma€ 31HCHIOBATUCS Y CIIBIPaLll MK
3100yBaYeM Ta BUKIIAJaueM.

Caig BiIMITUTH, UI0 3 TOYKU 30py aJITOPUTMIB, SIKI BUKOPUCTOBYIOTHCS HJISt
BU3HAYEHHS MPHUITYCTUMUX ociinoBHocTel BuBYeHH LC ta LO, Hemae mpuHIIUTTOBOT
BimMiHHOCTI M BuOopom LO Ta LC. Ane onucu LC ta LO He TiabKH PI3HATHCS
piBaem neram3amii (mis LC me LO Ta ix mapamerpm, a mns LO — xommereHIi
BIJIMOBIAHOTO KYypCy), @ W KUIBKICTIO €JEMEHTIB, 1[0 BHUKOPHCTOBYIOTHCS IS
cmiBCTaBjieHHs: Yy moOyaoBi mocaimoBHocTi BuOopy LC y IOT, sax mpasuio,
BpPaxoBYIOTh HE OunbllIe KITbKOX AecsaTKiB goctynmHux LC, a 3a3Bu4ail — 3HAYHO
MEHIIIe, a X BX1JHI Ta BUXIJIHI TApaMETPH TEK 0OMEXKYIOThCS JOCUTh y3arajaibHEHUMHU
koMmneTeHismu mux LC, Toal sk BUO1p NpUIyCTUMUX MOCHII0BHOCTEN BUBUeHHS LO
IS IEBHOTO KYPCY MOYe MOTpeOyBaTh aHalli3y COTEHb 00’ €KTIB, I KOXKHOTO 3 SIKUX
BX1JHI Ta BUXI1JHI MAapaMeTPH MOXYTh OOUPATUCA 3 BEIMKOI KUIBKOCTI KOMIETEHIIIH
HIDKYOTO PIBHS JeTami3aiii — HampuKiIaa, 3HAaHHA OKPEMUX BU3HAY€Hb, BMIHHS
TOBOJUTH TBEP/KEHHS Ta TCOPEMH.

LO — me 6a3o0Bi enementu mporiecy HaBuanHi. Koxken LO — me aBTroHOMHA
CYKYIHICTh BIJJOMOCTEH, 10 o00’e¢aHaHl Ha OCHOBI HaBuanbHOi mim. o LO
BIJIHOCSATBCS JICKLIMHI MaTepianu (IK TEKCTOBi, TaK 1 MYyJIbTUMEIIHHI), MPaKTUYHI
3aBAaHHS, 3aCO0M KOHTPOJIIO Ta OI[IHIOBAaHHS OTPUMAHUX 3HAHb Ta HaBUYOK. OCHOBHA
BiaMiHHICTIO LO Bix iHmmx tuniB IO — HasBHICTH popMali30oBaHUX METAOMUCIB, SIKI
BU3HAYAIOTh posib LO y HaBYaIbHOMY MPOIIECI Ta XapaKTEPU3YIOTh X KOHTEHT. [IeBHa
ABTOHOMHICTh JI03BOJISIE TOBTOPHO BUKOpUCTOBYBaTH LO y cKitai pi3HUX HaBUAJIbHUX
nporpaMm (Koppi, Bogle & Bogle, 2005).

Jlyist Toro, o0 HaAaTH MOKIIMBICTH TOIIYKY Ta MMOBTOPHOTO BUKOpucTaHHs LO,
BOHHU CYIPOBO/KYIOTBCA METaJaHUMHU, SKI BIJIOOpakaloTh pPI3HI aCMEKTH iX
CTBOpPEHHS, TEMaTUKH, JOCTYIy, (OopM MOAaHHS Ta OCOOJUBOCTEH 3aCTOCYBaHHS B
OCBITHbOMY Tmporeci. CXeMH METaJAaHuX, M0 BUKOPUCTOBYIOTbCS B PI3HUX

pel'IOSI/ITOpiHX, MOXYTb 6aSYBaTI/IC}I Ha pi3HI/IX 3alraJIbHOBKUBAHHUX CTaHOApTax
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MeTaJIaHuX 3aJIeKHO BiJl cnieludiKy Ta IijIel CTBOpEHHs peno3uTtopito. [Ipu mpomy
MOXXYTh BUKOPHCTOBYBATHCS SIK VYHIBEpCaJlbHI CTaHAAPTH OIMUCY METaJaHuX
(manpuximan, Dublin Core), Tak i cTaHAapTH, SKi CTBOPEHI CIICIIAILHO CaMe ISl OTIHCY
HaBuasibHUX MaTepiamB (Hanpukiaa, IEEE LOM ta SCORM .

Taki meTamani HO3BOJSIOTH (QopmanizyBaTd BigoMocTi mpo atpudytu LO
(bopmat LO, po3pobuuk LO, B1acHUK, KJIFOYOBI cI0Ba, peneBanTHl LC, TpuBamicTh
BUBYEHHSI, J1aTa CTBOPEHHs To1110) Ta 1po LC, siki BUKOpucToBYIOTH 111 LO (p0o3pOOHUK,
pe3yIbTYI0Ul Ta BX1HI KOMIIETEHIIIT).

HactyrnHoro BaxJIMBOIO MPo0JIEMOT0 y TIepcoHalizallli HaBYaHHS € CKJaHIcTh LC
ta TiX LO, 1m0 MOXYThb BHKOPHCTOBYBATHCS [Jsi HOro BUBYEHHA. B 1npoMy
JAOCTPKEHHI MU HE aHaii3yeMo ckiaaHictb LO 1as copuiHATTS abo BIAHOCHY
CKJIQJIHICTh MEBHUX raxy3ed 3HaHb. MU pO3TiIsgaeMo JIHIIe 1Ba CTPYKTYPHi acleKTh
ckimagHocti Takux 10, a came: 1. KibKicTh 00’ ekTiB (kommeTenItid, LO, iamux LC),
mo € HeoOxigHow ymoBorw BuBUeHHS LO abo LC; 2. KUIBKICTh KOMIIETECHIIIN
(HaBMUOK, 3HaHb), K1 3100yBa4 MOXE OTPUMATH B PE3yJIbTAaTI BUBUECHHS BIAMOBITHOTO
LO a6o LC. Came mi mapaMeTpu BHU3HAYAIOTh OOYHCIIIOBAIBHY CKJIAIHICTh Ta Yac
noOyIOBM MOXUIMBHX MapuipyTiB HaBuaHHsA. Ckuamgaicth LC TeBHUM YWHOM
KOPEJIIOETHCS 3 HAOOPOM KOMIIETEHIIH 3700yBayiB OCBITH Ta 3 iX BIKOM — JOPOCIHI
3100yBayl yacTilie BJOCKOHAIIOIOTH CBill mpodeciiiHuii piBeHb, a HE BUBYAIOTh MIEBHY
crietianpHIicTh 3 Hyns . Kpim Toro, mopocni 3100yBaui 3a3BUYail MarOTh 3HAYHO
O1IbIINI podeciiiHui TOCBIA Ta BOJIOIIOTH OUTBIINM HAOOpPOM KOMIETEHIIIi, 3HaHb
Ta HABUYOK, 110 CEMaHTUYHO MOB’s13aHi 3 TAMU LC, 1110 BOHM TUTaHYIOTh BUBYHUTH (200
xo4a 0 MaroTh 3HAYHO IIUOIIE YSABICHHS PO MOTEHIIIMHI pe3ylbTaTh HaBYaHHS, HIK
3100yBadi OCBITH MOJIOJIIIOTO BiKY).

3amava nooynosu IOT, saxy Bupiirye anaparor (BUKIIaaad, 0 HABYAE JOPOCIHX),
Mae Ounblly OOYHMCIIOBAJIbBHY CKIQAHICTh, TOMY HIO MOTpeOye CHIBCTaBICHHS
ckianHimmx 10 — metaomuciB LC ta mpodinis 3100yBadiB. [1loTpiOHO reHepyBaTH Ta
MOPIBHIOBATH 3HA4YHO OUIBIIMK HAOlp TMOTEHIIHO NPUIYCTUMUX MapIIPyTiB

HABYaHHS, K1 MOKYTh OyTH IPEJICTaBJICHI Yepe3 YACTKOBO BIOPSIKOBAHI MHOXKUHU
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LO. Kpim Ttoro, morpiono Opatu ao yBaru, mo LO ta LC, mo MicTiIThCcsa y
PEMO3UTOPISIX, @ TAKOK YMOBHU JOCTYITY /10 HUX, T€XK MOXKYTh 3MIHIOBATHCS.

B nmanomy nocmimkeHHI MH BUKOPHCTOBYEMO KOMIIETEHINT $SIK OCHOBHUM
MexaHi3M  cmiBctaBieHHss IO pi3aux  TtumiB.  Tepmin  “Kommnerenmis”
BUKOPHUCTOBY€ETbCA Y po3yMiHHI (Rogushina & Priyma, 2017). B sikocTi 30BHIIIHIX
JDKepeIt 3HaHb 11010 KOMIETEHIIIHN Ta iX 3B’A3KiB MOXKYTh BuKopucToByBatucs ESCO
(European Skills, Competences, Qualifications and Occupations,
https://ec.europa.eu/esco/portal’home) — OararomoBHUI KiIacu(ikaTop HABUYOK,
KOMITETEHTHOCTEH, kBamidikalii Ta npodecii, Ta iHII cTaHaapTu, Hanpukiaa, RCD
(ReasonableCompetency Definition) (de-Marcos et al., 2008) i SRCM (Simple
Reasable Competency Mapping) (Lundqvist, Baker & Williams, 2008).

Pe3yabTaTi nocaimkenns. 106 3HaiiTH onTUMallbHy MOCII0BHICTH BUBUYEHHS
LO KOHKpeTHMM CTYyJEHTOM, BHKJIagady MNOTPIOHO BHUKOHATH HACTYIHI KPOKH
CEMaHTUYHOTO aHAII3Y :

- MOOyAyBaTH MHOXKUHY KomrieTeHIi# s LC, 1110 moAiIstoThCsl Ha ABI TPYIH —
BXigH1 (Ti, [0 HeoOximHi mnms BuBueHHs LC) Ta Buximni (Ti, sIKIi € pe3yJIbTaTOM
BuBYeHHS 11boT0 LC): came eneMeHTH I11i€1 MHOKHHHA BUKOPUCTOBYIOTBCS JIJISI OMTUCY
LO, mo mnepTUHEHTHI KypcCy: IJisi IIbOTO MOXYTh OyTH BHUKOPHUCTaHI 30BHIIIHI
kinacudikaropu xkomneteHIid, taki sk ESCO, anme Bukiamady moTpiOHO BimiOpaTw
TUIBKH T1 KOMIIETEHIII, 1110 TOTpiOH1 s KoHKpeTHoro LC;

-Ha OCHOBI aHamizy MeragaHux LO, iX KIIOYOBUX CIiB, CTPYKTYPOBAaHHUX
aHOTaIlli TOIO MOOyAyBaTH BXiJHI Ta BHXIJHI KOMIIETEHIN1 IS KOXXHOTO
peneBanTtHOro LO 3 11poro Habopy (MOXKyTh OyTH Bukopuctani RDF-onucu, enementu
CTaHJIapTiB, CEMAaHTUYHA PO3MITKA TOLIO);

- BU3HAYUTH HAOIp KOMIETCHIINH CTyJAeHTa, JUIsl SIKOTO TEHEPYEThCS IUIaH
HaBYaHHS,

- moOyyBaTH TMPUITYCTUMI TOCHTITOBHOCTI BuUBYeHHs LO, nme mis BHUBYCHHS
KOKHOTo HacTynmHoro LO cTyaeHT NMOBMHEH MaTd BCl HMOTo BXIIHI KOMIIETEHIII],
OTPUMABIIM iX B pe3yibTaTi BUBUYEHHA momnepenHix LO abo 3 BmacHOro I0CBiAy 10

IMOYAaTKy HaBYaHHA.
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3 TOYKH 30py KOMIIETEHTHICTHOTO TIiIXOAy Oyab-SKe HaBUYaHHSI MOXKeE
pPO3IIISIIATUACA K TPOIEC PO3MIUPEHHS HA00pY KOMIETEHI TEBHOI 0cobu abo
KOJIEKTUBY. BaXIMBO 3BEpHYTH yBary, 1o Mpy IIbOMY PO3TISIAETHCS HE BECh HAOIP
KOMIETEHIII, a TUThKM Ta HOro MiIMHOXKMHA, 10 TepTuHeHTHa meBHoMy LC.
BinnosigHo 10 cnenudiku Kypcy Ta TeTepOoreHHOCTI MOTEHIIHHUX CTYIEHTIB MOXKYThb
3aCTOCOBYBATHUCS Pi3HI HAOOPH KOMIIETEHIIIH, K1 0a3yIOThCs K Ha HAI[IOHAIBHUX Ta
MDKHApOJIHUX CTaHIAapTax OINUCY KOMIETEHIIH, npodeciit Ta kBamidikaiii (O1abIn
XapakTepHO 1751 (OPMaTbHOTO HABYAHHS), TaK 1 HA PI3HOMAHITHHX BHYTPINTHIX
npaBWiax CHUTBHOTH (OUTBIN XapaKTepHO i1 HehOpPMaIbHOTO Ta 1HPOPMAIBHOTO
HaBuaHHA). Kpim Toro, BUKIIagad MOKe CaMOCTIHHO MOMOBHIOBATH a00 3MEHIITYBATH
el HaOlp KOMIETEHITIH.

[Tpumipom, SIKIIO BUSBISIETHCA, IO HE BCl CTYJIEHTU MAalOTh JIOCTATHIM piBEHb
PO3yMIHHS BCIX THX MPUPOIHUX MOB, SKMMHU BHUKJIaJIeHO KOHTeHT LO, TO AOIIBHO
J0JaTH HEOOXiTHUI piBeHb PO3YMiHHS MEBHOT MOBH sl KoskHOTO LO. e mo3BonuTh
BiOMpaTH st KoKHOTO cryAeHTa LO TumMu MoBamu, siki BiH 3Ha€. IpoTunexHmit
BapiaHT — MiABHUILEHHS KBasi(ikalii rpynu ocid meBHOi creniaibHOCTI (TOOTO BOHH
MarTh TIEBHUN HAOIp KOMIIETEHIN), 1 TO/A1 BUAAJICHHS IIUX KOMIETEHIIIN 3 BX1THUX
yMoB LO 103BOJIMTH 3MEHIIUTH Yac TONIYKY MEPCOHATBHUX MIJISX1B HABUYAHHS.

StleC, } = C, ), me lo — LO, {C MHOKMHA KOMIIETEHIIH, $KI

in)
000B’s13K0BO NOTpeOye 3700yBad A0 IMOYaTKy BUBYEHHA lo; {C_ .} — MHOXHUHa
KOMIIETEHII 3100yBaya micias mowarky BuBueHHA lo, {C, }Jc C ..} VY
IIEPCOHAJII30BAaHOMY HaBYaHHI JOAETHCS JOAATKOBUI napameTp
St,(leldc {C, }U {C_,.}, 110 XapaKTepu3ye HassBHI KOMIIETEHIII] 3100yBaya le LE
.Sxmo Jce €, }eg St (Leld, To 3100yBay Mae HENOCTaTHIM HaOlp KOMIIETEHIIN
U151 TOT0, 11100 BUBYATH NeBHUM Kypc. Skmo dce {C .} ¢€ St (Lgld (3n100yBay Bxke

Ma€ MEeBHI pe3yNbTyIo4l KOMIETEHIi Kypcy), To iioro PLP moxe Oyt ckopoueHui.
Buknanau moxe 3100yBaTé 111 BiiomocTi 3 Mmeraganux LO y pemno3urtopisx
(manpuxnan, y popmarti RDF-tpiitok “LO-Bxigni nani-komneteris” Ta “LO-Buximni

JaHI-KoMIeTeHIis”) abo 3 1HIMX JDKepesl, ajie Ma€ IHTEerpyBaTH iX 3 HaOOpoM



189

KOMITETEHIIIH Kypcy, s sikoro nmotpioHo ctBoproBatd PLP (Rogushyna, & Gladun,
2024b).

Mu nponoHyemMo IS aBTOMaTH3alli IOTO TMPOIECY BUKOPUCTOBYBATH
IHIMBIAYyallbHI  BIKIPEMO3UTOpii, 10 OYIyIOThCS Ha OCHOBI CEMaHTHYHOTO
po3IIMpeHHs BiKiTexHOJOril. B Takomy Bumaaky mis noOymoBu Habopis LO 3
BIJIMOBIAHUMHU BIACTUBOCTSAMH MOTPIOHO CMIOYATKY BHECTH JI0 PEMIO3UTOPIIO MOTPiOHI
00’€KTH, CTBOPUBIIIH BIAMOBIIHI BIKICTOPIHKH, Ta TOOYyBaTH iX METAOMKCH (B SKOCTI
TEriB CEMaHTUYHOI PO3MITKM BUKOPHCTOBYIOThCS kommereHuii LO), a mortim 3i
cropinku LC BukonyBatu BOyaoBaHi 3anutu (Rogushina & Gladun, 2024b).

Takuil 3anUT MOKE€ MaTH HACTYITHUW BUTJIA:

{{#ask:

[[KaTeropis:LO]]

[[LC::{{{PAGENAME]]
[[Language::Ukrainian]]

[[Pik po3pobku::>2020]] [[QocTyn::>Free]]
|?Input competence

|?Output competence

|?Pik po3pobku

|?Definition

[format=broadtable |link=all |headers=show [searchlabel=...|class=sortable wikitable smwtable }}

B pesysnbrari BUKOHAHHS 3alTUTY T€HEPYEThCs TaOIHIIA 3 MOJISIMH, 110 BU3HAYEHI
y 3amuTi, sika MICTUTh akTtyanbHuid ommc LO y pemnosutopii. BaxnuBo, mo s
ctBopeHHs nepeiniky LO A HoBUX KypcCiB JJOCTaTHBO MPOCTO OJIABATH IIei KO 110
cropinku LC 06e3 3MiH (puc.l). BaxmmBo, mo cepenoBuiie Semantic MediaWiki
JI03BOJIsSIE KOHBEPTYBATH pe3ynbTatu cemMaHTHuHuX 3anutiB y RDF, 1 e 3a6e3neuye
JIOAATKOBI MOXIIMBOCTI iX BUKOPUCTaHHA B IHIIMX 3aCTOCYHKax. AHAJOTIYHO
BUKOHY€ETHCA MOIIYK KoMneTeHii nesuoro LC.

[Ipuxnamom Ttakoro pemno3utopito € ActiveBook, mo no3Bonse 30epiratu
BIJIOMOCTI IIOAO MaTepiaiiB 3 BIAKPUTUX CTPYKTYpOBaHUX Jpkepen (0101i0TeK
YHIBEPCHUTETIB Ta JOCHIIHUIBKUX 1HCTUTYTIB, peno3utopiiB LO, KopmopaTuBHUX
nopramiB). CeMaHTHYHA pO3MITKA pecypciB 0a3yeTbCcsi Ha OHTOJIOTII OCBITHIX

pecypciB, IO IHTErpy€ CTaHAAPTH CXEM METaJaHUX JUIsl OCBITHIX pecypciB Ta
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3abesrneuye iHTeponepadbebHICTh KOHTEHTY. CucTeMa MICTUTh PO3LIMPIOBAaHUN HA0Ip
mabJIoHIB, SIKI OMUCYIOTh CTPYKTYpy pi3HuX TumiB LO, miaTpumye mMomryk Tta
CHIBCTaBJCHHSI HAa CEMaHTHMYHOMY piBHI Takux ckiaagHux 1O, sk «[ligpydHux»,

«CremianpHicThy, «KoMmereHiiis» Tomo. Cuctema peajlizoBaHa Ha OCHOBI Semantic

MediaWiki.

CeMaHTHUYHI BJIACTUBOCTI

3HaliieH] 3a 3aIUTOM ) ,
cropinok LO y 3anuTi

|  cropiku LO »
Z s Pik s Bxig s Buxia
Advanced Programming 2022 Basic Mathematics Programming theory
Theory&Python
Programming theory Python Knowledge
Advanced Python Knowledge 2023 Python Knowledge Advanced Python Knowledge
Basic Mathematics 2011 Basic EesicliEthematics
Calculus Knowledge 2014 Basic Mathematics Calculus Knowledge
Data Science 2020 Machine Learning Knowledge Data Science Expertise
Linear Algebra Knowledge 2016 Basic Mathematics Linear Algebra Knowledge
Machine Learning Knowledge 2020 Basic Mathematics Machine Learning Knowledge
ML Basics 2021 Basic Mathematics ML Basics
Probability Knowledge 2012 Basic Mathematics Probability Knowledge
Programming theory 2014 Basic Mathematics, Programming theory
Python Knowledge 2020 Programming Python Knowledge
3HAYEHHSI CEMaHTUYHHUX

BJIaCTUBOCTEMN cTOopiHOK LO

Puc.1. ITomyk Baacrusocreii LO y peno3urtopii ActiveBook

BaxxnnBoro nmepeBaroro Takoro TEXHOJIOTTYHOTO PIIIeHHS € Te, 110 Toi camuii LO
MOke OyTH CEMaHTHMYHO pPO3MIYEHUN PIZHUMHU BHUKIIAJayaMH BIATOBITHO [0
ocobnmuBocTeit pizHux LC, 1 111 e1eMeHTH po3MITKUA He OyayTh KOHQIIKTYBaTH MIX
co0010, a, HABMAKH, MOKYTh BUKOPUCTOBYBATUCS CIUIbHO. KpiM TOro, BUKOpUCTAHHS
BIIKDUTOTO TIPOTPaMHOTO 3a0e3medeHHs Ta BIAKpUTUX (opmaTiB 3ade3medye
MOBTOPHE BUKOPUCTAHHS 3HAHB IIOJ0 CTPYKTYypH Ta npuzHadeHHs LO Ta BigmoBigae
npuniunam FAIR (Jacobsen et al., 2020).

Bukxopucmanns mawunnoeo naguanus 01s nobyooeu PLP

[Ticnss Toro, sik BU3Ha4eHO yMOBHM BUBYeHHs LC, pe3ynbTyroudi KOMIETEHIIiT
KypcCy, HasgsBHI KOMIIETEHIII] 3/100yBaya Ta XapakTepucTUKku HasiBHUX LO, 1110 MOXYTh

OyTH BUKOPHCTaHI B IpOILeCi HaBYaHHs, OTpiOHO moOynyBaTi PLP — mocnigoBHicTh
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TOTO, K CTYJIEHT Oyne 3a00yBaTu 3HaHHS Ta HaBU4Yku 3 nux LO. Ilpomnonyerbcs
BUKOPHUCTOBYBaTH s 1iboro iHTepnpetarnito LO sk cepsiciB (Uc-Cetina et al., 2015),
a mooynoBy PLP — sk reHepaiiito KOMIIO3UTHOTO CEPBICY 32 BU3BHAYEHUMU BUMOTAMHU
(I'pumanoBa & Porymmuna, 2024b). Ile no3Bosisie abcTparyBaTucs BiJ OKPEMHUX CXEM
ta crangaptiB onucy LO ta LC B pi3HHUX PEno3UTOPIsX, a TAKOX OLIbII (POpMaIbHO
aHaji3yBaTH KpuUTepii Ta OOMeXeHHS Ha TOOYJI0BY HAaBYAJIBHOTO MAapIUIPYTY,
BKJIFOYAIOYH ITOCIIIOBHICTh HABYAJILHUX 00'€KTIB, 3aJIC)KHOCTI MI’)K HUMH, BUMOTH JI0
MOTIEPETHIX 3HAHb, TAPAMETPHU SKOCTI HABYAHHS, TaKi SK 4aC OCBOEHHS, CKIIAIHICTB,
BapTICTh Ta ajanTallis 10 NoTped CTyAeHTa.

Koxen cepBic BUBHAUAETHCS: BXOJAaMH — MHOKMHOIO BX1IHUX MapaMeTpiB (SIKi
AaH1 HeoOX1/IH1 AJIsl BUKJIMKY CEpBICY), BUXOAaMH — MHOKHHOIO BUX1HHUX PE3yJIbTATIB
(K1 pe3ynbTaTH BIH TMOBEPTAE IMICIsI BUKOHAHHA); (YHKIIIOHAJIOM 3 MEPETBOPECHHS
CepeloBUIlla Ta MHOXHHOIO mTapaMmeTpiB skocmi  oobcayeosysanns  (QoS).
Komnozumnuii cepgic CTBOPIOETHCS IIJISXOM IMOEJHAHHS 1HIIMX CEPBICIB B TMEBHY
MOCITIIOBHICTh 71l AOCSTHEHHS TMeBHOI MeTH. Komnosuyis cepgicié — 1€ TIONIYK
MOCIIIIOBHOCTI BUKJIMKIB CEPBICIB (Mapuipymy), e BXiJl KO)KHOTO HACTYITHOTO CEPBICY
BIJIMOBIAA€ BUXO/aM TOMEPEAHIX CEpBiICIB a00 MOYATKOBOMY CTaHy, sKa 3a0e3neuye
TOCSITHeHHSI ITbOBOTO cTany. LO MOKHa pO3IIIAIaTh SK CEPBIC, 16 BXOAH Ta BUXOIU
— 1ie komnereHiii BianoBigHoro LC, a QoS — mapameTpu sikocti HaBuanHs LO. Tomi
PLP — 11e kOMIo3uTHHMIA cepBic, 10 BPaXOBYE PIBEHb MIAITOTOBKHU CTYJEHTA 1 BU3HAYAE
MOCJTIIOBHICTH WOTO iH 3 BUBYeHHS LO miist 3mo0yTTs kommereniin LC.

Mammunne HaB4aHHs (Machine learning, ML) 3 miakpituienasm (Reinforcement
Learning, RL) (Zhao et al, 2016) — 11e miaxia 70 HaBYaHHS areHTIB, K1 B3aEMOJIIOTH 13
CepeOBHUIIEM TS 3HAXOKCHHS ONITUMAJIBHOT CTpaTerii il 4epe3 OTpUMaHHS JOCBIY.
A2enm (aBTOHOMHA CYTHICTb, sIKa NpUKAMAaE PIIICHHS) aJalnTye CBOK TOBEIHKY,
0a3yrounch Ha BHHAropojax 3a BUKOHAHHS MEBHUX i y BIAMOBIAb HAa 3MIHY CTaHy
cepenouina. Cepedosuuye — NPOCTIP, B IKOMY (PYHKIIIOHYE areHT, 10 CKJIATAEThCS 31
CTaHIB 1 Iii, SIK1 ar€HT MOYKE BUKOHYBATH JIJIs1 IOCSATHEHHS 33]JaHOTO IT1JIbOBOTO CTaHY, Ta

BU3HAYa€ MpaBUjia, CTAaH CUCTEMH, MOKJIMBI [l Ta BUHATOPOAM 3a Iii Aii. Bzaemoois —
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IpOIIEC, 3a IOTIOMOTOIO SIKOTO areHT BUBYA€E CEPEOBHUIIE: OOMPAIOYH JIi10, BIH OTPUMYE
3BOPOTHUH 3B'SI30K (HAropoy) Ta NepexoIuTh 10 HOBOTO CTaHY.

Cmanu — 1e KOMOIHAIl MOCTYNMHHUX BXIJHUX 1 BUXIIHUX MapaMmeTpiB, SKi
3MIHIOIOTHCS B 3aJI€KHOCTI B1J] BAKOHAHUX CepBiciB. MHOXHHA BC1X MOMJIMBUX CTaHIB
YTBOPIOE TPOCTIP CTaHIB, y SKOMY BUIUISIIOTH HOYAMKOBUU Ta YLIbOBULl CTaHU.
Ilomounuii cman acenma XapaKTepU3YeThCSd HASBHUMM BXIJIHUMHU Ta BHUXITHUMU
JaHUMU, JOCTYITHUMU areHTy MiCJisi BAKOHAHHS MIEBHOTO CepBICY. Y pa3l JOCITHEHHS
[IJbOBOTO CTaHy €IMi30]] 3aBEpIIYETHCS, 1 areHT OTpPUMY€ BUHAropoxy. [Jii — 1e
CEpBICH, 5IKI MOKE BUKJIMKATH areHT, 3MIHIOIOUH MOTOYHUIA CTaH cepeqoBuIla. ATEHT
IIyKae MHOXHHY MapUIpyTiB, sIKI 3a0€3MedyrloTh MepexiJ 3 MOYaTKOBOIO CTaHy B
LIJBOBH, Ta 00Upae 3 HUX ONMUMAIbHUL, BUKOPUCTOBYIOUH 3HAUCHHS MapaMeTpiB
QoS cepBiciB y CKJIaJl MapuIpyTy.

Ocobausocmi ma nepesazu Q-learning

Q-learning (Jang et al., 2019) — onuH 13 ki1acuyHuX anroputmiB RL st momryky
ONTUMAJIbHOI MOJITHUKHU I areHTa B CepeqoBHILl 0e3 HEOOXITHOCTI MONEPETHBOTO
3HAHHS cepenoBuIa. Metos mpaitoe Ha 0OCHOBI Q-Ta0miwIll, SIKa OIIHIOE KOPUCHICTh
Q (s,2) KOXKHOT MOKIJIMBOI 11 @ y KO)KHOMY CTaHi s, BpaXOBYHOYH BUHATOPOIU 1 OI[IHKY
HaWKpalmx MOXKJIMBUX /1l y HACTYITHOMY CTaHI, 1100 MAaKCUMI3yBaTH JJOBIOCTPOKOBY
BUHAropoxay 3a beamanom (Barto & Sutton, 2015). Jlnsa 6amancy MiX TOCTIKEHHIM
Ta BUKOHAHHSIM 3HAWICHUX 1l BUKOPUCTOBYETHCS €-)Ka/liOHA CTpaTerisl.

Q-learning po3paxoBye MUTTEBY BUHArOpOJY I, sika BU3HAYAETHCS HA OCHOBI
BUKOHAHHS KOHKPETHOI Aii a 'y cTaHi s (1 3a mocsarHeHHs 11T, -1 32 HempaBWIbHY i10).
Mu nponoHyeMo i pO3paxyHKY BHHAropoiu BHUKOPHUCTOBYBaTd mapameTrpu QoS,
BpPaxoBYIOUH HEOOXITHICTh X MakcuMi3allii ab0 MiHIMI3aIlli, 16 BHHATOPO 12 3aJIC)KHUTh
Bin mapametpiB QoS (AKocTi cepBicy), HUILOBOI (YHKIIT ONTHMI3alli OKPEMOTo
napamerpa QoS (miHiMiIZamii abo Makcumizaiii), Ta TJ00aIBHUX KOe(]IIlieHTIB
BaYXJIMBOCTI, IO JO3BOJSIE BPaxoByBaTH €(GEKTUBHICTb OOpPAHOTO MHUISIXY OLIBII
KOPEKTHO 1 HAOJNMKEHO J0 peanbHuX yMOB. IIpy 1bOMY BaXXIUBICTH KOXKHOTO
napamMeTpa BH3HAYAETHCS TIOO0ATBPHUMHU BaroBumu koedirieatamu QoS. VYV 3amaui

noOynoBu PLP mu BukopuctoByemo HacTynHi QoS: BapTiCTh, TPUBAJIOCTI HAaBYaHHS,
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petvitunr LO (Habip mapameTpi MOXKe BapitOBaTUCS 3aJI€KHO BiJl BUMOT 3aja4i). ATeHT
3HAXOAUTh MApUIPYT 3 ONTHMATbHHUMH QOS MUTFOBOTO CTaHy (MaKCHMaJbHUM
pPEUTHHIOM 1 MIHIMaIbHUMH BapTICTIO 1 TPUBAIICTIO), BUKOPUCTOBYIOUH (HOPMYITY

PO3paxyHKy BUHATOPOJIU:
n
R(s)=2w, *5(s3)-1, (D,
1
1€ cTaH s€ S, i1 a€ A, w, — Bara i1-ro napameTpy QoS 3HaueHHsI BUHATOPOJH
3a CTaH s Ta Jil0 a, I (S3)— HOpMaJli30BaHa OI[iHKa BUHATOPOH, SIKa BU3HAUAETHCA HA

OCHOBI 3Ha4YeHb apameTpiB QoS.

Mu npononyemo HacTynHy Moaudikaiito Q-learning:

Jlunamivnuii 6ubip i adanmayis Oili: areéHT BU3HAYa€ TOCTIAOBHICTh M,
BpaxoByroun creundiuni napamerpu QoS 3aiexHOo BiJ MOTOYHUX CTaHIB areHTa Ta
BpPaxoBYIOUYM KOMOIHAII1 BXO/1B-BUXO/IIB KOKHOT'O CEPBICY, 10 JO3BOJISAE 3MIHIOBATH
BUOIp J1{ B peaJIbHOMY Yacl.

Oyinka sikocmi cepsicig uepes QoS: napamerpu QOS THYUYKO 3aCTOCOBYIOTHCS (3
ypaxyBaHHSIM KOE(DIIIEHTIB X BaXKJIMBOCTI) MIPH PO3PAXyYHKY MUTTEBOI BUHATOPOJIU —
KUTBKICTh MapaMeTpiB HE € (DIKCOBAHOIO, 1X 3HAYEHHS MOXKYTh OyTH HOpMaji30BaHi, a
KOJKEH MapaMeTp Ma€ CBOO IUJIbOBY (DYHKITIFO ONTHUMI3AIlli.

Mexanizmu 3anobicanus Heepexkmusnux Oitl. 3aM00ITaHHS 3aIIUKIIOBAHHS Yepe3
OOMeXeHHsI KIJTbKOCTI KpOKIB 0e3 mporpecy A YHUKHEHHS METJIEBHX CTaHiB;
00poOKa TYNMHUKOBUX 1 HEMEPCHEKTUBHUX CTaHIB — SIKIIO >KOJHA Jis HE BEIE 10
MOJAJIBIIIOTO PO3BUTKY, CTaH BBAXKAETHCS TYNMUKOBHM, a areHT OTpuMye ImTpad;
aBTOMATH3allisl MapaMeTpiB HABUAHHS — BPAaXOBYIOUM pO3MIp BXIIHHUX JaHUX Ta
CKJIQJIHICTh CepeOBHIIA, aBTOMATHYHO BU3HAYAIOTHCS TaKi MapaMeTpH, K KUTbKICTh
emi30/1iB (3aJIe’KHO Bi PO3MIPY TaOJIMII CTaHIB 1 CKIAAHICTI 3aBIaHHS), 0OMEKCHHS
Ha KUIBKICTh KPOKIB (3aJI€’KHO BiJI CEPEAHBOT JOBKUHUA MapIIPYTy), KUIbKICTh KPOKIB
0e3 nporpecy, rinepnapamerpu Q-learning Ta MBUAKICTH HABUAHHS.

Mooudghikayias eunacopoou: 3actocoByeTbes (yHKIis BuHaropomu (1), ska

BUKOPUCTOBYE 3HaueHHs QoS.
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3anpononoBadi Moaudikamii Metony Q-learning (I'pumanoBa & PorymmHa,
2024a) He nuuIe JO3BOJISIOTH areHTy 3HAXOAUTH €(EeKTHBHI MapuIpyTH, aje W
3a0e3MevyloTh aJaNTUBHE BIOCKOHAJECHHS CTpaTerii BUOOpPY Ha OCHOBI 3BOPOTHOTO
3B’SI3Ky Y JAMHAMIYHUX CEpEelOBUIIAX, J€ XapaKTEPUCTUKU CEPBICIB MOXKYTh
3miHioBatucs. lleit meroxn, skuil pomoBHIOE Q-learning mpaBWiaMu 3amoOITaHHS
HeePEeKTUBHUX il Ta ypaxyBaHHSM SIKICHUX XapaKTEpUCTUK cepriciB QoS, mu
HazuBaeMo R-QoS-Q-Learning (Rule-based QoS-based Q-Learning).

Excnepumenmanvre docniooxcennsn R-QoS-0Q-Learning

[Ilo6 mocmiauTH BIACTUBOCTI Ta IIBUJIKICTH poOoTHanroputMy R-QoS-Q-
Learning, cTBopeHa ioro mporpamHa peamisailis MoBoro Python ta 3renepoBanmii
HaOip 3 1029 cepriciB LO. Excnepumer mokasas, mo 4ac BUKOHaHHS RQoS-Q-
Learning 3anexuTh BiJl AKOCTI BXITHUX JaHUX — KIJIbKOCTI BHU3HAYEHHUX CTaHIB 1
ICHYBaHHSI MOKJIMBUX MApUIPYTiB, Ta KUTBKOCTI BUOPAHUX JJI HABUAHHS €M130/11B (Jac
dhopmyBanHs Tabmmik: Bia 1.4 ¢ nisa 560 craniB 1o 197.4923 ¢ nna 25913 craHiB; yac
BuKkoHaHHS: Bix 2.5 mo 114 ¢ mus 40000 emizoni) (Puc.2.A), Ta mpoIeMOHCTPYBaB
BHUCOKUH piBeHb sAKOCTI nmodyaoBanoro PLP. TectyBanusa BukoHyBagoch Ha Macbook
Pro (Apple M1 Pro 3 16 I'6 mam siti1). ['padik momumnku pi3uuti B yaci (Puc.2.b) Error
(Temporal Difference Error, TD) mpu pob6oti Ha TectoBoMy Habopi manmx 3 1029
cepBiciB LO moka3ye, 10 aaropuTM IOCTYNOBO BUYMTHCS aJanTyBaTHCS [0
3aMpONOHOBAHOTO CKJIAJIHOTO CEPEAOBHUILIA.

KpuBa naBuanus mpu po6oti R-QoS-Q-Learning (Puc.2.B) imoctpye mporec
HaBYaHHS areHTa 3a jgonomoroto Q-learning. Ha mouarky HaBYaHHsS BHHAropoja €
HEPIBHOMIPHOIO 1 HHM3BKOIO, aje 0e3 3HAYHMX KOJMBaHb, 110 CBITYUTH MpoO (azy
TOCIIKEHHS, KOJM areHT BUBYAE CEPEIOBUINE. 3HAUCHHS BUHATOPOJU CIIOYATKY
30UIBIIYETHCS, @ TTOTIM CTA01TI3YETHCS, IO MIATBEPKYE €(hEeKTUBHICTh HABYAIBHOTO

MpoHecCy arcHra.
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Yci sHaipeHi mapupyTn (BipacopToBaHi 3a cnuckol O —

MapupyT: ('High_Maths', 'Advanced_Programming
BuHaropopa: 27.0173 QoS: BapticTb (rpH): 2301
MapuwpyT: ('Linear_Algebra', 'Calculus', 'High
BuHaropopa: 50.4010 QoS: BapticTb (rpH): 2200
MapwpyT: ('Linear_Algebra', 'Calculus', 'Hi
BuHaropopa: 30.0457 QoS: BapticTb (rpH): 30
MapuwpyT: ('Linear_Algebra', 'Calculus', 'Hi
BuHaropopa: -0.2104 QoS: BapTicTb (rpH):
MapuwpyT: ('Linear_Algebra', 'Calculus', 'Hi
BuHaropopa: 24.6791 QoS: BapticTb (rpH):
MapuwpyT: ('Linear_Algebra', 'High_Maths', 'Ad)
BuHaropopa: 24.7267 QoS: BapTicTb (rpH):
Bcboro 3HaigeHo: 6 MapupyTiB

MouaTkoBuii cTaH: ['Basic Mathematics']
linboei Buxogu: ['Machine Learning Knowledge']
KinbkicTb cTauwie: 560

5000 10000 15000 20000 25000 30000 35000 40000
Enisonu

KinbkicTe anbTepHaTuBHUX cepBiciB: 1029 Momunnka pisHULi B Yaci (TD Error) (Q-learning)

Yac dopMmyBaHHs Taby 61 ceKyHp

Haiikpauwit ¢noy: ('Linear_Algebra', 'Calculus’

CymapHa BuHaropopa: 50.4010 QoS: Baptictb (rpi 5

Yac BMKOHaHHA: 93.0581 ceKkyHp

0 5000 10000 15000 20000 25000 30000 35000 40000
Enisoan

Puc.2. PesyabraTn po6otu R-QoS-Q-Learning Ha TectoBoMy Hadopi 1aHux

3 1029 cepsicis LO

BucnoBku. IlpoBeneHi eKCIIEPUMEHTHM  BUSBWIM, 110  3alpOlOHOBaHa
Moaudikaiis BaockoHamoe Q-learning, ane 3anuinae aeski MpoOJIeMU: CKIAJIHICTh
HaJlalITyBaHHS  TilepriapaMeTpiB Ui cTaOum3amii  Mpolecy  HaBYaHHS,
MacmTaOyBaHHS JUIsi POOOTH 3 BETMKUMH JaHUMHU Ta Y JTUHAMIYHUX CEPEIOBUINAX,
noTpedy y MPUIIBUIICHH] 00YMCIeHb. TOMY NMPOMOHYEThCS TOCTIAUTH MeToa Deep
Q-Network (DQN), sikuit moeanye Q-learning 13 MOKIMBOCTSMHU TTTMOOKOTO HABYAHHS
U1 TIOKpAIIeHHs] TPOAYKTUBHOCTI Ta MacITabOBaHOCTI, Ta PO3POOUTH THCTPYMEHTH
aBTOMATU30BAHOIO 0araTOKPUTEPIAIbHOTO HANAIITYBaHHS TiNeprnapaMeTpiB Ha
ocHoBi metofiB Grid Search, Random Search, Bayesian Optimization.

Metoqu RL, 3okpema Q-learning tTa DQN, € mepcrneKTUBHUMU MiIXOAaMU IS
aBromaTn3oBaHoi mooOymoBu PLP, 3a0e3neuyioun iX aJanTWBHICTh, THYYKICTH Ta
y3araJlbHeHHS 3HaHb Ta JAFOTh 3MOTY THYYKO aJIalTyBaTUCS JTO CEPEIOBHUIIA 1 BpaXOBYBATH
pizH1 mapametpu QoS. AJie iX ycmilllHe 3aCTOCYBaHHS MOTPeOye po3B’s3aHHS MpoOsIeM
JIOBI'UX €Mi30/iB 1 €(PeKTUBHOCTI HABUAHHS, ONTUMI3AIl] OaJTaHCy MK JTOCIIIKSHHSIM Ta

eKCIUTyaTalll€r0 Ta BJIOCKOHAJICHHS POOOTH 3 OaraTOKpUTEpiabHOIO onThMizarieto. J1is
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I[bOTO TUIAHYETHCS JOCTITUTH MOXJIMBI METOAM ONTHMI3aIli 1 crabimizalii mporecy
HAaBYAHHS IIUIIXOM JIOJIaBaHHs MpaBUJl, 3aCO0M aBTOMAaTH3allli maoopy rineprnapamerpis,
nependoaunTi crnocoOn MacmraOyBaHHs, HAOMM3UTHCH 10 POOOTH y AWHAMIYHOMY
cepenoBUII 0e3 BTpaTu 3HaHb Ta 3a0e3MeunT MOIU(IKaIIIO MOJITUKY B pEATbHOMY Yacl
npu nossi HoBux LO.

Cnucok akepes

Barto A., & Sutton R. (2015). Reinforcement Learning: An Introduction, Second
edition, in  progress. The MIT Press: Cambridge, Massauchsetts.
https://web.stanford.edu/class/psych209/Readings/SuttonBartol[PRLBook2ndEd.pdf

Chen, C. M. (2008). Intelligent web-based learning system with personalized
learning path guidance. In: Computers & Education, 51(2), 787-814.

de-Marcos, L., Barchino, R., Martinez, J. J., Gutiérrez, J. A., & Hilera, J. R.
(2008). Competency-based intelligent curriculum sequencing: comparing two
evolutionary approaches. In: 2008 IEEE/WIC/ACM International Conference on Web
Intelligence and Intelligent Agent Technology, Vol. 3, pp. 339-342).

Groff, S. (2017) Personalized Learning: The State of the Field & Future
Directions. https://curriculumredesign.org/wp-content/uploads/
PersonalizedLearning CCR_May2017.pdf.

Jacobsen, A., de Miranda Azevedo, R., Juty, N., Batista, D., Coles, S., Cornet, R.,
& Schultes, E. (2020). FAIR principles: interpretations and implementation
considerations. In: Data intelligence, 2(1-2), 10-29.

Jang, B., Kim, M., Harerimana, G., & Kim, J. W. (2019) Q-learning algorithms:
A comprehensive classification and applications. In: IEEE access, 6 7, 133653-
133667.

Koppi, T., Bogle, L., & Bogle, M. (2005). Learning objects, repositories, sharing
and reusability. In: Open Learning: The Journal of Open, Distance and e-Learning,
20(1), 83-91.

Li, J. , Zheng, X. L., Chen, S. T., Song, W. W. , & Chen, D. R. (2014): 4n
efficient and reliable approach for quality-of-service-aware service composition. In:
Information Sciences, 269, 238-254.

Lundgqvist, K. O. Baker, K. D., & Williams, S. A. (2008) An ontological approach
to competency management. http://www.eife-l.org/publications/proceedings/ 1lf07/
Contribution110. doc.pdf.

Rogushina, J., & Gladun, A. (2024) Repository of Complex Information Objects
as a Source for Development of Semantic Applications. In: XXIII International
Scientific and Practical Conference Information Technologies and Security ITS 2023,
CEUR Workshop Proceedings (2024), CEUR Vol-3887, 2024, P.119-133. https://ceur-
ws.org/Vol-3887/paperl 1.pdf.

Rogushyna, J., & Gladun, A. (2024). Transformation of university libraries into
sources of open knowledge based on the semantic expansion of wiki technology. In:
Proc. of scientific works of the International Scientific Conference "Artificial
Intelligence in Science and Education" AISE-24.




197

Rogushina, J., & Priyma, S. (2017). Use of competence ontological model for
matching of qualifications // Chemistry: Bulgarian Journal of Science Education, V.26,
N.2, P.216-228.

Shemshack, A., & Spector, J. M. (2020). A systematic literature review of
personalized learning terms. Smart Learning Environments, 7(1), 33.
link.springer.com/content/pdf/10.1186/s40561-020-00140-9.pdf.

Uc-Cetina, V., Moo-Mena, F., & Hernandez-UcanR. (2015) Composition of web
services using Markov decision processes and dynamic programming. In: The
Scientific World Journal, , (1), 545308.

Zhao, D., Wang, H., Shao, K., & Zhu, Y. (2016). Deep reinforcement learning
with experience replay based on SARSA. In: 2016 IEEE symposium series on
computational intelligence (SSCI), pp. 1-6.

I'pumanoa [.YO., & Porymmna FO.B., (2024) Ilnanysaunns nocrniooenocmeti
cepesicie HaguaIbHUX 00 €EKMIB HA OCHOBI MAWMUHHO20 Has4aHHs 3 niokpinaenHsam. ITh-
2024. C.74-717.

I'pumanoBa 1.}O., & Porymmna 10.B. (2024) Texwnonozia euxopucmanmsi
MAWUHHO20 HABYAHHA OAi Nob6Y0osu Komnozuyiunozco eebcepsica. Ilpobnemu
nporpamyBaHHs, Ne 4, 2024. C.3-13.



198

POSAIVI XV.IHTEI'PAIIA HITYYHOI'O IHTEJIEKTY B XIMIKO-

BIOTEXHOJIOI'TYHI JOCJ/IIIZKEHHA
DOI
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AHoTamisg. Y poOoTi AocmKye poiib mTydHoro iHtenekty (L) y ximiuHux Ta
O10TEXHOJIOTTYHUX JOCIIKEHHSIX, HOTO 3aCTOCYBAaHHS B arpapHOMY CEKTOpi Ta OCBITI.
BukopucranHs aropuTMiB MAllTMHHOTO HABYAHHS JIO3BOJISIE ONITUMI3yBAaTH CHHTETUYHI
IUISIXHW, MOJIETIFOBAaTH 010X1MIYHI peakKIlii Ta MPOrHO3yBaTH BIACTUBOCTI HOBUX CHOJYK. Y
6iotexuomorii I cnpusie ananizy reHeTHYHWX TaHWX, MEPCOHATI30BAHIN MEIUITMHI,
depMeHTaiiiHUM ~ TIporiecaM 1 CTBOpEHHIO  O10pOo3KiIagHMX  MarepiamiB. B
arpoTEeXHOJIOTIAX 1HTENEKTyaJIbHI CUCTEMH 3a0e3MeuyroTh Mpelu3iiiHe 3eMiIepoOCTBO,
MOHITOPUHT CTaHy IPYHTIB, TPOTHO3YBaHHS BPOXKaHOCTI Ta 30pOB'st TBAprH. OCBITHS
cepa OTpuMye TiepeBard BiJ aJaNTUBHUX HAaBYAJIBHUX IUIATGOPM, BipTyaJbHUX
naboparopiit 1 mepconanizoBanoro HapyanHs. [nrerparis I y nayky, BUpoOHHMIITBO Ta
OCBITY € KIIIOYOBOIO JJIsi TEXHOJIOTIYHOTO PO3BUTKY Ta IICISBOEHHOTO BlIHOBIICHHS
VYkpainu. 3anpoBa/pKeHHs IHTENEKTyaJlbHMX CHUCTEM IMMiJBUINYE €(dEeKTUBHICTD
JOCIHIKEHb, CHPUSE pPalliOHAJHbHOMY BHKOPHCTAHHIO PECYpPCIB 1 BIOCKOHAJICHHIO
HAaBYAJILHOTO TIPOILIECY.

KirouoBi ciaoBa. 010TeXHOJIOTNS, XIMIYHI JOCIIIKEHHS, €KOJIOTrIYHa Oe3IeKa,
MOJICTFOBaHHSI O10XIMIYHUX MPOIIECIB, MEPCOHAI30BaHa MEIUIIMHA, (PepMeHTAallliHI
IIPOIIECH.

INTEGRATION OF ARTIFICIAL INTELLIGENCE INTO CHEMICAL

AND BIOTECHNOLOGICAL RESEARCH
Tsekhmistrenko Svitlana, Bityutskyy Volodymyr, Lastovska Iryna
Abstract. The paper investigates the role of artificial intelligence (Al) in chemical
and biotechnological research, its application in the agricultural sector and education.

The use of machine learning algorithms allows optimising synthetic pathways,
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modelling biochemical reactions, and predicting the properties of new compounds. In
biotechnology, Al facilitates the analysis of genetic data, personalised medicine,
fermentation processes, and the creation of biodegradable materials. In agriculture,
intelligent systems enable precision farming, soil monitoring, crop yield and animal
health forecasting. The education sector is benefiting from adaptive learning platforms,
virtual laboratories and personalised learning. Integrating Al into science, production,
and education is key to Ukraine's technological development and post-war recovery.
The introduction of intelligent systems increases the efficiency of research, promotes
the rational use of resources and improves the educational process.

Keywords. biotechnology, chemical research, environmental safety,
agrotechnology, modelling of biochemical processes, personalised medicine,

fermentation processes.

Beryn. Ilryuynuii iaTenekt (IIII) nokopiHHO 3MiHIOE HayKoBy cdepy,
BIIKPUBAIOYM HOBl TOPU30HTH MJsl JOCTIIKEHb, aHaii3y AAHUX Ta OCBITHHOTO
nporecy. Moro BIpOBa/pKeHHs CHpHs€ aBTOMATH3allii PYTHHHHX 3aBJaHb,
MIJBUIIEHHIO TOYHOCTI aHaNi3y Ta pO3IIMPEHHI0 MOXJIUBOCTEH HAYKOBIIIB.
BnopoBamxennss Il BigkpuBae HOBI MOXIMBOCTI IS MDKIACIHIUTIHAPHUX
JOCIIKEHb, MPUCKOPIOIOYM HAYKOBHI MPOrpec Ta CTBOPIOIOYM TMEPEAYyMOBHU IS
HOBHX BIJIKpUTTIB. 3arajiom, ITYYHUI IHTETEKT € MOTY>KHUM 1HCTPYMEHTOM, SIKU He
JUIlIe 3MIHIOE Cy4yacHY HayKy, a il BU3Hayae 1i MalOyTHE, pOOJSYH JOCHIKEHHS
MIBUIITAMH, TOYHIITUMHU Ta JOCTYIHIIUAMH [9].

B Vkpaini, ocobmuBo B yMoBax BIHHHM Ta HEOOXIAHOCTI MiCISBOEHHOTO
BIJIHOBJICHHSI €KOHOMIKH, BripoBapkeHHs Il y xiMiuHy Ta G10TE€XHOJIOTTYHY Taly3i €
KJIFOYOBMM YWHHUKOM MOJEpHI3alli MPOMHUCIOBOIO BHUPOOHMIITBA Ta OCBITHBOI
CUCTeMH. 30KpeMa, HOT0o 3aCTOCYBaHHS CIPHATHME OMNTUMI3alii BUPOOHHYUX
IpoIIeCiB, CTBOPEHHIO I1HHOBAIIMHMX MaTepiajiB Ta OlompenapariB, a TaKOX
BJIOCKOHAJICHHIO T1TOTOBKH KaJPIiB JIJI1 HAYKOBO-TEXHOJIOTIYHOTO CEKTOPY.

CyuyacHi TeHJeHIIIi AeMOHCTPYIOTh, 110 mTy4yHHi 1HTenekT (L) crae kpuTnuHO

HEOOX1IHUM 1HCTPYMEHTOM JJI1 aHali3y BEJIMKUX MACHUBIB JaHUX, MOJICIIFOBAHHS
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CKJIaJIHUX O10XIMIYHHUX MPOIECIB Ta aBTOMATH3allll €KCIIEPUMEHTIB, 110 JIa€ 3MOTY
MPUCKOPUTH HAYKOBI BIAKPUTTS Ta MIABUIIUTH €(DEKTUBHICTh BUPOOHHUIITBA.

Cepen akTyanbHUX BHKJIMKIB ChOTOJIEHHS — TJI00allbHA MPOJOBOJIbYA Oe3IeKa,
3MIHU KJIIMaTy Ta HEOOXIJIHICTh €KOJOTIYHO CTaJIOTO BEICHHS TOCrojapcTBa. Y HHX
ymoBax 3actocyBanHs L1 B arpapaux yHiBepcuTeTax HaOyBa€e 0COOTMBOTO 3HAYCHHS,
OCKUIBKH JI03BOJISIE TIIJITOTYBaTH HOBE IMOKOJIHHS (haxiBIliB, $Ki BOJOIITUMYTh
HAaBUYKAMHU aHaMi3y JaHUX, VYIPaBJIiHHSA OI0TEXHOJOTIYHMMHU TIpollecaMyd Ta
BUKOPUCTAHHA TMEPEAOBUX IM(PPOBUX TEXHOJOTIH y CUIBCBKOMY TOCIOJApCTBI.
3anpoBa/KEHHSI IHTEJNEKTYyaJIbHUX CHUCTEM Yy HaBUYallbHI MpOrpamMu  CIpHUsIE
MEPCOHANI30BAHOMY HABUaHHIO, PO3BUTKY KPUTUYHOTO MHUCJICHHS CTYJCHTIB 1
CTBOPEHHIO 1HHOBAIIITHUX PIlIEHb AJI1 HAYKOBHUX Ta BUPOOHUYUX 3aB/IaHb.

AHaJi3 JirtepaTypu Ta pe3yJbTaTH AOCHiAxkeHHs. [lo€HaHHA IITYy4YHOrO
IHTEJIEKTY 3 XiMi€I0 Ta OlOTEXHOJIOTIEI BIIKPHUBA€ HOBI TOPU30HTH TOYHOCTI Ta
e(eKTUBHOCTI IIUX Tranmy3ed. TpaHncdopMmallis MTYYHOTO 1HTEJIEKTY B XIMII0 3HAMEHY€E
KIIOYOBUM MOMEHT, KOJHM alrOpuTMHU Ta JaHi 00 €IHYIOThCS, 100 3pOOUTH
PEBOJIIOLIIO Y CBITI MOJIeKy [4]. JlocaiAHULIBKY AUISHKY HUHI HA3UBaIOTh U(PPOBOIO
XiMi€10, 110 OXOIUIIOE 1HTErpallil0 MepeaoBUX 3aco0iB aBTOMAaTH3allli, aJropUTMIB
MaITHHHOTO HaBYAHHS Ta 3aCTOCYBAaHHS BEJIMKHX JaHWX. BukopuctoByroun nudposi
IHCTPYMEHTHU JIJI1 CTBOPEHHS 1HHOBAIIIMHUX POOOUYUX IMPOIECIB, XIMisl PO3BUBAETHCS
MIBUIITAMHA, €KOHOMIYHO €(EKTUBHIIIMMHU Ta CTIMKIIIMMH TEMITAMH, 110 HE TIIbKU
3HAYHO MiJBHUIIYE MPOAYKTHBHICTh, A€ W MPUHIIAIIOBO 3MIHIOE MIiIXiJ XIMIKIB JI0
cBO€i poboTH Ta 1HHOBaIlIN. Lle monermye Tarap TpyaOMIiCTKOI €KCIepUMEHTaIbHOT
po0oTH Ta AoMoMarae JOCIiAHUKAM OTPUMATH IMIUOIIIEe pO3yMiHHS MEXaH13MIB peaKilii
[19]. 3acTocyBaHHS IITYYHOTO 1HTENEKTY B XiMIi BKJIIOUA€ HU3KY HAMPSAMKIB (puc. 1).

BukopucranHsi alropuTMiB MalllMHHOTO HAaBYAHHS BAaXJIMBO JUIsl MPOTHO3YBaHHS
KIHETUKH PEeaKIlii, BUSIBIICHHs KaTaji3aTopiB Ta onTuMizallii yMoB cuuTe3y. Hanpukman,
HEHUPOHHI MEpeXi MOXKYTh Tependadyard BHUXIAHI MPOAYKTH CKIAIHUX PEakilii, I10
3HAYHO MTPUCKOPIOE po3poOKy HoBHX XiMiuHUX crioyK. Meroa DFT (Density Functional
Theory) y moeananHi 3 rmMOOKMM HaBYaHHSM BHKOPHCTOBYETHCS Ui MOJEIIOBAHHS

EJIEKTPOHHUX CTPYKTYP MOJIEKYJ Ta IXHbOI PEakIIiHOl 37aTHOCTI. Tako, MTy4yHUN
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THTEJIEKT JOTOMarae B aBTOMaTU30BaHii onTUMI3allli TapaMeTpiB XIMIYHUX PEaKIlii, 110
3MEHIIIy€ KUIbKICTh €KCIIEPUMEHTIB 1 pecypcH, HeOOX1IH1 /Il CUHTE3Y HOBUX PEUOBHH
[12]. ¥V mpomwucnoBiii ximii BXXe BHKOPHUCTOBYIOTbCS cucteMd Ha ocHoBl LI mmst
IPOTHO3YBaHHS BIUIMBY TeMIIEpaTypH, TUCKY Ta CKJIaJly peareHTiB Ha BUXiJ| PEeaKIii y

BUPOOHUITBI (hapMalleBTUUHUX MpEnapariB, arpoXiMiKaTiB Ta MOJIIMEpIB.

T y XiMIYHHX J0CIKEHHSIX

[ 1

Komm'totepHe XemoiHpopMaTHKa Ta EK0JIOriuHO OpieHTOBAHi
MOJIEITIOBAHHS MOJIEKYJIIpPHUH XIMIYHI TeXHOJOr11
XIMIYHHX [pOlECciB JIM3aiH /
/ onTHMI3awis GiokaTanizaTopiB
s T — JUISl €KOJIOTTYHO YHCTOTO
eKCIIePUMEHTAIBHI i 6 .
JIOCITIKEHHS; HOBHMX MOJICKYI, ST R
it ) BHSBNEHHS MPOEKTYBAHHS MaTepiaiB ajst
ONTHMI3aIlisi YMOB CHHTE3Y = e
[epCIeKTHBHIX copOuii MapHUKOBHX Ia3iB;
HOBHX PEUOBHH;
MOJIEKYIT ABTOMAaTH30BaHE
CKOpPOYCHHS Yacy po3poOKu

MPOTHO3YBaHHS PO3KIIALY
3a0pYHIOIOYHX PEYOBHH Y
HABKOJIMIIHBOMY CepeI0BHILI

(GyHKLIOHAIBHUX MaTepialiB
Ta KATATITHYHHX CHCTEM

Puc. 1. InTerpaunisi IITy4HOro iHTEJNEKTY Y XiMIYHI JOCTiAKEHHS

[HTenekTyanbHI CUCTEMU JI03BOJISIOTH aHAII3YBAaTH CTPYKTYPHI XapaKTEPUCTHKU
MOJIEKYJ, TPOTHO3yBaTH IX BIJIACTHBOCTI Ta pPO3pOOJSATH HOBI (papmaleBTHUHI
mpernapaTd Ta arpoxiMikaTh. BukopucTaHHsS TIMOOKMX HEHMPOHHMX MEpex Ta
QJITOPUTMIB IITYYHOTO 1HTEJIEKTY, TAKUX SK peKypeHTHI HeripoHH1 Mepexi (RNN) Ta
rpadoBi HelpoHHi Mepexi (GNN), mae 3Mory mepeadadatv XiMIUYHY aKTHUBHICTh
CHONYK, IXHIO TOKCHYHICTh Ta OiomocTymnHicTh [14]. Hampuknan, mmarpopmu Ha
ocHoBi I, sx-or AlphaFold, neMoHCTpyIOTh BHCOKY TOYHICTh y NPOTHO3YBaHHI
CTPYKTYypu OLUIKIB, LI0 3HAYHO TMPHUCKOPIOE PO3POOKY HOBUX JiKIB. Takox
BUKOPHCTAHHA F'€HEpaTUBHUX MOJIeNeH, TakuXx sk Variational Autoencoders (VAE) Ta
Generative Adversarial Networks (GAN), cpusie CTBOPEHHIO HOBHX MOJIEKYJISIPHUX
CTPYKTYp 13 3agaHumMu (i3uko-XimMiyHUMH BiactuBocTsMu. Kpim Toro, IIII
3aCTOCOBYETHCS Y PO3poOIIl arpoxXiMikaTiB, JOMOMAararoyu 3HaxXO0AUTH HOB1 (GopMyin
NeCTULMAIB 1 JOOpWB, IO MIHIMI3YIOTh HETaTUBHUN BIUIMB Ha JOBKULIA Ta

H1ABUIIYIOTh €(EKTUBHICTh iXHbOTO BUKOPUCTAHHS.
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HITyyHuii 1HTEIEKT CIIPHUsE PO3POOIIl €KOJIOTIYHO YUCTUX XIMIYHUX MIPOIIECIB, SKi
3MEHIIYIOTh BUKOPUCTAHHS TOKCUYHUX PEAreHTIB 1 CKOPOUYIOTh KUIBKICTh BIAXO/IB
[1, 5]. OgHuUM 13 KJIIOUOBUX HAIpPsIMIB € BHKOPUCTAHHS QJTOPUTMIB MAIIMHHOTO
HABYaHHS JIJI ONTUMI3AIlll KaTaTITHYHUX MPOIECIB Y XIMIUHIM MPOMHUCIOBOCTI, IO
J03BOJISIE 3aMIHMTH TOKCHYHI KaTajli3aTopu Ha OUIbLI Oe3MeyHi aabTepHATHBH.
Hanpuxknan, Al-mMoaentoBaHHs 1oroMarae y CTBOPEHH1 610p03KIaHUX MOJIIMEPIB Ta
BHU3HAYEHHI ONTUMATBHUX YMOB /ISl iXHHOT'O BUPOOHUIITBA.

VY cdepi 6iopemeniatii Ta ekogoriynoro MoHiTopuHry I BukopucroByeTbes st
IIPOTHO3YBaHHA PO3KIaAy 3a0pYyIHHUKIB 1 BUOOPY €(hEKTUBHUX MIKPOOPTaHI3MIB st
ixuporo 3HemkomkeHHs [3]. 3okpema, TEXHOJOTi TJIMOOKOTO HaBYaHHS
3aCTOCOBYIOTHCS [UIsl BUSIBJICHHS Ta ONTHMI3allii OloKarami3aTopiB, IO MOXYTb
PO3IIETITIOBATH TUTACTMACH UM TOKCUYHI CITOJIYKH Y BOJI Ta IPYHTI.

KpiM Toro, Beiawki MOBHI MOJAENI Ta HEHPOMEpEKl BHUKOPUCTOBYIOTHCSA ISt
aHaJi3y €KOJIOTIYHUX JaHWX Ta MPOTHO3YBaHHS HACHiAKIB 3a0pynHeHHs. Lle cnpuse
MIBUAKOMY NPUUHATTIO PIlIEHb Yy c(epl eKOJOTIYHOrO0 MEHEKMEHTY Ta po3pooii
OLIBII CTaNMX BUPOOHUYMX MPOLECIB.

[TepcriekTHBY TOCTIHKEHD Y IbOMY HaNpsMi BKJIFOYar0Th iHTEerpailito Al-3aco0iB
y MPOIIECH €NEKTPOXIMIYHOTO CUHTE3Y, PO3POOKY HOBHX MaTepiaiiB AJis MOTJIUHAHHS
BYTJICKMCIIOTO Ta3y Ta BIOCKOHAJICHHS METOMIB MPOTHO3YBAaHHS BIUIMBY XIMIYHHX
PEYOBHH Ha €KOCHUCTEMH.

ITyaanii 1HTEIEKT y O10TEXHOJIOTIYHUX JOCTIIHKEHHIX THTETPYEThCS Y HUBKY
Harnpsmis (puc. 2).

M tyynuit inTenekt () € BaxmMBUM 1HCTPYMEHTOM Y CydacH1i G10TE€XHOJIOTI],
3a0e3nedyround 3HAYHUM TpOrpec y TaKWX HampsMax, sk oOpoOka Ta aHai3
O10JIOTIYHUX JaHUX, PO3poOKa JIKAPChKUX 3aco0iB, peaaryBaHHsS TE€HOMY,
dbepMeHTaIlliHI  TIPOIIECH, EKOJIOTIYHI  Ol0TeXHOJIOTii, HaHOOIOTEeXHOJOTIli Ta
nepcoHaizoBana MeaunuHa [15]. [aTerparis anropuT™MiB MallimHHOTO Ta TIIMOOKOTO
HABYaHHS JI03BOJISIE HE JIMILIE MIABUIIUTH €()EKTUBHICTh 1ICHYIOUHUX TEXHOJOTIYHUX
MIPOIIECIB, ajie ¥ po3poOIIATH HOBI METOIN AOCIIHKEHHS, SIK1 paHilie OyJIu HEMOKIIHBI

0€3 BUKOPUCTaHHS BEJTMKUX MAaCUBIB JaHUX 1 CKJIQTHUX OO0UMCIIIOBAIBLHUX IT1IXO/IIB.
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AHaui3 610J70T1YHUX TaHUX Ta O6101HGOpMaTHKa

Po3pobOka HOBHX JTiKIB Ta TEPANEBTHYHUX 3aCO01B

PenaryBanHs reHOMY Ta CHHTETUYHA 010JI0Tis

depmeHTalliitHi Ta 6ionporecu
11118Y%
OloTexHOJIOT1T Exomoriuni Ta arpo6ioTexHOIOTi

[TepconaizoBaHa MEIMIIMHA Ta J1IarHOCTHKA

ABTomaru3aitis 1a60paTopHUX JTOCTIKECHb

Hanob6iorexHomorii Ta 6i0ceHcopu

1Iporuo3yBaHHs Ta MOAEIIOBAHHSA O10JIOITYHUX
IIPOIIECIB

Puc. 2. ITyyHnuid iHTEeJIeKT y 010TeXHOIOTII

OHUM 13 KITFOUOBHMX HAIIPSIMKIB € aHajI13 010JI0TYHUX JaHUX Ta 6101HGOpMaTHKa.
CydacHi anrOpuTMH IITYYHOTO 1IHTEJEKTY 3aCTOCOBYIOThCS [Uisi  0OpoOKHU
BUCOKOTeHHOi 1H(opmMmarlii, orpumanoi 3 cekBeHyBaHHs JIHK, mporeomuux Tta
MeTaboinoMHUX jgochimkeHb [11]. Taumboki HEWpoHHI Mepexki J03BOJSIOTH
ineHTudikyBaTi (yHKI[IOHAIbHI €JIE€MEHTH T€HOMY, IependadyaT CTPYKTypu O1LIKiB
(mampukiaz, 3a qonomororo AlphaFold) ta anamizyBatu B3aemMoii Mk MOJIEKYJIaMH.
MaivHHe HaBYaHHS J1a€ MOXKJIMBICTh MPOBOAUTH KIACH(IKaLiI0 Ta MPOTHO3YBAHHS
TeHeTUYHUX aHOMAJIiH, 1110 Ma€ BaXKJIMBE 3HAYEHHS JIJIS IEPCOHAIII30BaHOT METUIIUHH.

VY po3poO11i HOBUX JIIKAPCHKUX 3aCO0IB IITYYHHH IHTEJICKT 3a0e3leuye 3HaAaYHE
CKOpDOYEHHSI TEPMIHIB Ta BUTPAT Ha JOCHIJDKEHHS, TO3BOJISIOUN 31HCHIOBATH
BIPTyaJIbHUM CKPUHIHT THUCSY MOTEHIIMHUX MOJIEKYI 3a iX XIMIYHOIO CTPYKTYpOIO Ta
010JI0T1YHOIO aKTHBHICTIO. AJITOPUTMH TTTHOOKOTO HaBYaHHS BUKOPUCTOBYIOTHCS AJIs
MOJIETIIOBaHHS MOJIEKYJIIPHUX B3a€MOJIM, 1110 J1a€ 3MOTy IIPOrHO3YBAaTH TOKCUYHICTD
Ta (apMaKOKIHETUKY JliKapchkux mpemnapatiB [16]. 3aBasku LI Bmamocs cyrreBo
MOKPAILIUTH MPOLIECH PO3pOOKHU 1HTI0ITOPIB (pepMEHTIB Ta OLIKIB-MilIeHEN y Teparii
CKJIQJIHUX 3aXBOPIOBaHb, TAKMX SIK OHKOJIOTISl Ta HEHpPOAereHepaTuBHI NaToJIoTi [ §].

PenaryBaHHsi reHOMY Ta CHHTETUYHA 010JIOT1Sl TAKOXK AaKTUBHO BUKOPUCTOBYIOTh

I mns migsumenHs TouHocti CRISPR-texHoMOTIH. ANTOPUTMHU aHaMi3y BEIUKHX
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JaHUX JTO3BOJISIOTH MPOTHO3YBAaTH MOJXKIIMBI MO3AIIbOBI €EeKTH pelaryBaHHS, IO
3MEHIIY€ PHU3UKUA HebakaHux wmytauid. Kpim Toro, mojentoBaHHS MeTabONIYHUX
INUIAXIB Yy TEHEeTHYHO MOIM(IKOBAHUX OpraHi3Max [03BOJIAE€ ONTHUMI3yBaTH
BUPOOHUIITBO OIOMPOAYKTIB, TakuxX sK (apmarleBTUYHI OLIKH, OlomojaiMepu Ta
MeTa0oJIiTH BTOPUHHOTO cUHTE3Y [20].

depMeHTalIKHI Ta Ol0MpoIIecH 3HAYHO BUIParOTh Bif 3actocyBaHHs LI, ockinbku
AaBTOMATH30BaHI CHUCTEMH KEPYBaHHS JO3BOJIAIOTH 3MIMCHIOBATH pPEATbHUN KOHTPOJIb
010peakTopiB, ONTUMI3YBaTH MapaMeTpU POCTY MIKPOOPraHi3MiB Ta mepeadadyaTd BUXiA
NPOIYKIi HAa OCHOBI CKJIQJHUX MAaTeMaTHYHUX MOJeNel. 3aBIsIKH TEXHOJOTISIM
MIPEVKTABHOI AaHATITUKY MOKJIMBO HE JIMIIIE MIHIMI3yBaTH BUKOPUCTAHHS PECYpCiB, a i
3a0e3MeunTy OUIbII CTaOLTBbHY SIKICTh 010TEXHOMOTTYHOT POTYKIII.

VY cdepi exosorii Ta arpo0iOTEXHOJIOTIT IITYYHUN 1HTEIEKT BUKOPHUCTOBYETHCS
JUIS MOHITOPHHTY €KOJIOTIYHOTO CTaHy MAOBKULISA, MPOTHO3YyBaHHS HACHIJKIB 3MIH
KJIiMaTy Ta po3poOKH aJanTHUBHUX METOMAIB BEIEHHS CUIBCHKOTO TrocrmojapcTsa [6].
[HTenexkTyanbHi CcHCTEMH 3[aTHI aHali3yBaTH CYIMyTHUKOBI 300pa)keHHS Ta
reonpoCTOPOBI J1aHl AJisi BUSIBJICHHS Jerpajallii IpyHTIB, OLIIHKH PiBHA 3a0pyIHEHHS
BOJM Ta mepeadadyeHHs eKoJIOTiYyHuX KaTtacTpod. Y cuibchbkoMy rocmogapctsi [T
3aCTOCOBYETHCS 711 PO3POOKH CHCTEM MPELU31HHOro 3eMiIepoOCTBa, 110 JO3BOJIAIOThH
ONTHUMI3YBaTH BHECEHHsS JOOPHB, MPOTHO3YBAaTH BPOXKAWHICTh Ta TOKpAIyBaTH
yHIpaBJiHHs 6i0pecypcaMu.

[lepconanizoBaHa MeIWIIMHA Ta [IarHOCTUKA AaKTUBHO BHUKOPHCTOBYIOTh
TEXHOJIOT1i TJMOOKOr0 HABUaHHS JUIS aHalizy 300pakeHb MEIMYHOI Bizyasi3allii,
pO3MK(POBKY TEHETUYHUX MPOPLTIB MALIEHTIB Ta CTBOPEHHS 1HAWBIIYAIbHUX CXEM
JIKyBaHHS. AJNTOPUTMH KOMII FOTEPHOTO 30py 3AaTHI 11eHTU(IKYBaTH MATOJOTIYHI
3MIHU Ha PiBHI KJIITHHHOT CTPYKTYPH 3 BUCOKOIO TOYHICTIO, IO JO3BOJISIE€ MPOBOIUTH
J1arHOCTUKY Ha paHHIX CTafisiXx XBopoOW. 3aBAsSKM aHami3y BEIMKUX MacCHUBIB
KJIIHIYHUX  JaHUX MOJKJIMBO CTBOPIOBATH MPEIUKTHUBHI  MOJEIl  PO3BUTKY
3aXBOpPIOBaHb, IO JAa€ 3MOTY JIKapsM MpUiAMaTu OOTPYHTOBaHI PIIICHHS MO0
JIKyBaJbHOI TAaKTHKH, a TaKOX IMependadyBaTH PHU3UKUA 3aXBOPIOBaHb Ha OCHOBI

OaratodaktopHoro anamizy [18].



205

HanoGioTexHosorii Ta 610CEHCOPH TaKOXK BUKOPUCTOBYIOTH moteHIiian I ps
MOJICITFOBAHHS TIOBEIIHKA HAHOYACTUHOK Y O10JIOTIYHUX CEPeIOBHUIIAX, IO JO3BOJISIE
PO3pOOIATH 1HTEIEKTyalIbHI CUCTEMH JOCTABKU JIIKAPCHKUX TpernapatiB [2]. AHami3
MOJIEKYJIIPDHUX B3a€EMOJIIM y pealbHOMY Haci, IO 3IIHCHIOETHCS 3a JOMOMOIOIO
61ocencopiB Ha ocHoBi LI, BigkpuBa€e HOB1 MOKJIMBOCTI JIJIsl CTBOPEHHS MIBUAKUX Ta
TOYHUX METOIB J1arHOCTUKH 1H(MEKIIMHUX Ta OHKOJIOTIYHUX 3aXBOPIOBAHb.

[ITygynuii 1HTENEKT TaKOX BIJAICpa€ BaXKIMUBY POJb Yy TMPOTHO3YBaHHI Ta
MoJeoBaHH1 Oiojoriunux mporeciB. Ludposi nBIMHHUKM OpraHi3MiB Ta KIITHH
JO3BOJIAIOTH TECTYBAaTH pI3HI CleHapii O10JOTIYHMX peakiiidi 0e3 HEeoOX1THOCTI
NPOBEJEHHS JTA0OPaTOPHUX EKCHEPHUMEHTIB, IO 3HAYHO CKOpPOUYye€ BHUTPATH Ha
JOCTIIKEHHS Ta MPUCKOPIOE PO3pOOKY HOBUX O10TeXHOJOTTYHUX piieHsb [10].

Buxopucranns LT Mae BEJIMKI MEPCIIEKTUBU TS aHajizy
CLIBCHKOTOCTIOAAPCHKUX CUCTEM, KOTP1 IPYHTYIOTHCSI HA BUKOPUCTAHH1 TaHUX XiMii Ta
O6loTexHoJorii. IHTEpakTUBHI MOJEJl Ha OCHOBI BEJIUKHX JaHUX JIONIOMAararTh
3pO3yMITH BIUIMB 3MIiH KIIMaTy, aHali3yBaTh arpoxXiMiYHUM CKJaa IPYHTIB Ta
MpOTHO3YBaTH BpokaitHicTh. [ 703BOIISIE CTBOPIOBATH BUCOKOTOYHI aJITOPUTMU JIJIsS
MOHITOPUHTY CTaHy IIOJIB, OLIHIOBATU SKICTb IPYHTY Ta BHSBISATH 30HU, IO
noTpeOyIoTh ONTHUMI3alil KUBJICHHA abo 3poiieHHs. Hamnpukian, BUKOPUCTaHHS
CYIyTHUKOBUX JaHUX Y TO€JHAHHI 3 HEUPOHHUMHU MEPEeXKaMH [a€ MOKIUBICTb
aBTOMATUYHO BU3HAYATH PIBEHb BOJIOTOCTI IPYHTY Ta nepeadadyaTtv MOXKIUBI MOCYXH.

Kpim toro, IIII 3aGe3nedye po3BUTOK aBTOMAaTH30BAaHUX CUCTEM YIPABIIHHS
dbepMepChbKUMH TOCTIOAAPCTBAMU, BKJIIOYAIOYM POOOTHU30BaHI arpoOTEXHOJOTI Jyist
BHECEHHSI NOOpPHUB, ONTHUMI3allii BUKOPUCTAHHS BOJHUX PECYpPCIB Ta IMiJBUIICHHS
edekTuBHOCTI 00opoThOM 31 mkigaukamu [17]. Taki cucTemMu 3HAYHO 3MEHIIYIOTH
BUTPATH Ha arpoOTEXHIYHI 3aXO0/I1 Ta CIPUSIIOTH €KOJIOTIUHO CTAIOMY 3€MJIEPOOCTRBY.

[lepcnextuBHicTh BOpoBamkeHHs Il y cinbebkorocnmogapcbky —Tramys3b
MIATBEPKYETHCS MOTO 3AATHICTIO 3HAYHO MIJIBUIIUTU MPOAYKTHUBHICTH arpapHoOro
cexkropy. Hanpuknan, Al-anroputmu, 1o aHami3yroTh METEOPOJIOTIUHI JaHl, MOXKYThb
MPOrHO3YBAaTH ONTHUMAaJIbHI CTPOKH MOCIBY Ta 300py BpOXkaro, 10 MIHIMI3y€e BTPATH 1

MiBUINYE BpOKalHICTh. TakoX BOPOBA)KEHHS ABTOHOMHHMX JIPOHIB IS
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MOHITOPUHTY IMOJIB 1 PaHHBOTO BHUSBIIEHHS XBOPOO POCIUH J03BOJISIE CBOE€YACHO
pearyBatu Ha poOJieMu, 3armo0irar0Y 3HAYHIM €KOHOMIYHHM BTPATaM.

Oxpim Ttoro, LI mae 3HayHMii TOTEHLIad y PO3BUTKY TBAapUHHMIITBA Ta
nTaxiBHUITBA [21]. BUkopucTaHHS pO3yMHUX CUCTEM MOHITOPUHTY 3/I0POB'St TBAPUH
JI03BOJISIE BUSABIIATH 3aXBOPIOBAHHS Ha paHHIX CTalisfX, ONTHUMI3YBaTH paIlioH
XapyyBaHHs Ta MiJIBUILYBATU NPOAYKTUBHICTh BUPOOHUITBA. Hanpuknan, ceHcopHi
texHoJsorii Ta anroputmu LI MoXyTh aHamizyBaTW MOBEMIHKY Ta CTaH TBapHH,
aBTOMATUYHO pETyJIIOBaTH TEMIEPATypy, BOJIOTICTH Ta YMOBU YTPUMaHHS B
3QJIKHOCTI BiJ 1X OTPEO.

VY nraxiBaunTsi I 3acTOCOBY€ETHCSA IS TTOKPAIIEHHS CEJICKIIIHHUX MPOTpam,
KOHTPOJTIO IKOCT1 KOPMIB Ta MPOTHO3YBAHHSI P1BHS MPOAYKTUBHOCTI MOT0iB's. Takox
aBTOMaTu30BaHI cuctemMu 3 enemeHTamu LI nomomarairoTh y po3mojuii KOPMIB,
ONTUMI3AIlI] PeKUMIB OCBITJIICHHS Ta PEryIIOBAaHHI MIKPOKIIMATY, 1110 3HUXKY€E PIBEHb
CTpECy y ITaxiB Ta MOKpAIIye iXHIi PICT 1 PO3BUTOK.

[lepcnextuBu Bukopuctanus LI y TBapuHHMIITBI Ta NTaxiBHUITBI BKIIOYAIOTh
po3poOKy 1udppoBUX MiIaTPopM Ui BIAJAJEHOTO ymOpaBiiHHA  (epmamuy,
IHTEJIEKTyaIbHUX CUCTEM JJIs aHali3y TeHETUYHUX XapaKTEPUCTHK TMOTOJIB'S Ta
QJITOPUTMIB MTPOTHO3YBAHHS MOMIMPEHHS 1HPEKUIMHNUX 3aXBOPIOBaHb. [HTErparlis mux
TEXHOJIOT1M CIIPUSATUME IT1IBUIIIEHHIO EKOHOMIYHOI €(DEKTUBHOCTI arpapHOTO CEKTOPY,
3HIDKEHHIO BUPOOHMYHUX BHUTPAT Ta TMOKPAIICHHIO SIKOCTI NpoAyKIiii. Po3BUTOK
IHTEJIEKTyalbHUX pilleHb Yy cdepl TBapUHHHUITBA Ta NTAaXIBHUIITBA IIiJIBUIIYE
€KOHOMIYHY e(DEeKTUBHICTh rajry3i, 3a0e3neuye Kpamuii KOHTPOJIb 3JI0POB'sl TBAPUH Ta
JorioMarae 3amo0iratd MOIIKMPEHHIO emifeMiil, 110 Ma€e BUpIlIadbHE 3HAYEHHS Y
3a0e3MeyeHH1 MPOoI0BOJILYOI O€3MeKH KpaiHu.

[HTerpaiist mMITy4HOTO 1HTENEKTY Yy HaBUaJIbHI MPOrpaMu arpapHUX YHIBEPCUTETIB
COpUSITUME TMIATOTOBII BHUCOKOKBami(pikoBaHMX (axiBLiB, 3JaTHUX €(EKTUBHO
BUKOPUCTOBYBAaTH Cy4yacHi I1UGPOBI TEXHOJOTIi Uil YIPaBIIHHSI arpapHUMHU
1 AIPUEMCTBAMHU, TT1ABUIIICHHS €)EeKTHUBHOCTI CLIILCHKOTOCTIOIAPCHKOTO0 BUPOOHUIITBA Ta

BIIPOBAKCHHS IHHOBALIIWHUX PillIeHb y c(epl CTANIOro PO3BUTKY arpOEKOCHUCTEM.
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[T akTUBHO 3aCTOCOBYETHCS y XIMIUH1M Ta O10TE€XHOJIOT1YHIM OCBITI, 3a0€3MeUyr0UH
PO3pPOOKY IHTEpaKTHBHUX HAaBYAJBHUX IIAT(OpPM, alaNTUBHUX OCBITHIX MpOrpam Ta
BipTyanbHUX Jabopatopiil. [lepconanizoBaHe HaBYaHHS, 3aCHOBaHE Ha aJTOPUTMAaxX
aJIalTUBHOTO OIL[IHIOBAHHS 3HaHb, CIIPUSIE TT1BUIIICHHIO SIKOCTI1 IMIFTOTOBKU CTYJICHTIB Ta
acmipasTis [7].

BripoBamkeHHs 1udpoBrx maTtopM Ui BAKOHAHHS TIPAKTUYHUX €KCIIEPUMEHTIB y
PEXUMI peasTbHOTO 4acy 0e3 HEeOOXITHOCTI (hi3uuHUX JIabopaTopiid. 3aBIsSKU IITYYHOMY
iTenekty (I1II) Taki 1abopatopii MOKyTh BUKOPMCTOBYBATH CKJIa/IHI alTOPUTMU CUMYJISILIT
XIMIYHMX Ta OIOTEXHOJIOTIYHMX TMPOLECIB, IO JIO3BOJISIE HAYKOBISIM Ta CTyACHTaM
OTPUMYBAaTH pEANICTUYHI pe3yJabTaTd ©0€3 BUKOPUCTAHHS JOpPOroro OOJaJHAHHS.
Hamnpuknan, anroputMu KOMIT FOTEPHOTO MOJIESTIOBAHHSI HA OCHOBI MAIIMHHOTO HABYAHHS
MOXKYTb TIPOTHO3YBATH PEAKIIii MIXX MOJIEKYJIaMH1, aHaJI13yBaTH BIUIUB Pi3HUX (haKTOPIB Ha
010JIOTIYHI CHCTEMH Ta CUMYJTFOBATA BUPOOHMHI MPOIIECH y O10peaKTopax.

Kpim Ttoro, motenmian Il y BipryansHHX JsabopaTopisix A03BOJSE 3pOOUTH
HABUAHHS JTOCTYIMHIMIUM JJIs1 CTYJEHTIB 3 OOMEXEHUMHU (I3UYHUMH MOXKJIHMBOCTSMHU.
InrepakTuBHi  iHTepdelich, Tror0COBI KOMaHau Ta Bidyam3auis 3D-mozeneit
EKCIIEPUMEHTIB CIIPUSIOTH 1HKITIO3UBHOMY HAaBYaHHIO, 3a0€3MeUyr0UH PiBHUIA JOCTYT JI0
Cy4acHMX METOJIB JOCHiKeHHs. Hanpukiaa, CTyAeHTH 3 MOPYLICHHSAMH 30py MOXKYTb
BUKOPUCTOBYBaTH TaKTHIBHI mpHUcTpoi 3 miarpumkoro LI ans amamizy cTpykTypu
MOJIEKYJI, a CTYICHTH 3 TIOPYIICHHSIMH CIIyXy — OTPHMYBATH aBTOMAaTU30BaHI TEKCTOBI
MOSICHEHHSI JIO MPOIIECIB Y JIabopaTopii.

[lepciekTHBH PO3BUTKY BIPTYaIbHUX JIaOOpaTOpid BKJIIOYAIOTH 1HTETPALIiI0
JIONIOBHEHOI Ta BIPTYaJIbHOI PEabHOCTI JUI CTBOPEHHS OUIBII 3aHYPIOIOYOTO JOCBIILY
HABUAHHS, @ TAKOK BUKOPUCTAHHS XMapHUX MIatdopM Ui BiJIAICHOTO TOCTYITY 10
CUMYJISILIINA €KCTIEPUMEHTIB y peasibHOMY yacl. L{i iHHOoBallii cipusiTUMyTh (OPMYBaHHIO
HOBOT reHeparii (paxiBiliB, 31aTHUX e()EKTUBHO MPAIIOBATH 3 HUPPOBUMHU TEXHOJIOTISIMH
y HayKOBUX 1 BUPOOHUYMX TTpOLIecax.

ABTOMATH30BaH1 CHUCTEMHM AaHAJ3YIOTh YCHIIIHICTh CTYACHTIB, (POPMYIOTh
IHAMBIAyalbHI TPAEKTOPIi HABUAHHA Ta aJaNTYIOTh MaTepiai Mif MOTPeOH KO>KHOTO

ctyneHTa. Buxopucranus Benukux nanux (Big Data) y moenHaHHi 3 MallliHHUAM



208

HABYAHHSIM JIO3BOJISIE CTBOPIOBATH JIETAJIbHI TMPOTHOCTUYHI MOJIENI  YCHIIIHOCTI
CTYyJIEHTIB, I1ACHTU(}IKYI0ur (aKTOpy, 110 BIUIMBAIOTH Ha IXHIO aKaJeMIuHy
MPOAYKTUBHICTh. Hampukian, agantuBHi miatdopmu, Taki sk Al-OCBITHI acHCTEHTH,
3JIaTH1 aHAJII3yBaTH MMOBEIHKY CTYACHTIB I11J] YaC HaBYaHHS, BU3HAYATH iXHI CUJIBHI Ta
cnabKi CTOpPOHM Ta TMPOIMOHYBATH TMEPCOHATI30BaHI HaBUalbHI crparerii. OkpiM
MOKpAILEHHS 1HAUBIIYyaJIbHOTO MiIXO0Ty, THTEJIIEKTYaIbHUM aHai3 YCHIIIHOCTI CIpHsE
BIOCKOHAJICHHIO HAaBYAJIbHUX Mporpam. Ha OCHOBI aBTOMAaTHYHOIO aHami3y TECTOBUX
pe3yNbTaTiB, AKTUBHOCTI CTYJCHTIB Y HaBUYaJIbHOMY CEpeAOBHINI Ta iXHIX Biarykis, LI
MOXKE€ OITUMI3YBaTU CTPYKTYpY KypCiB, IPOIOHYBAaTH JIOAATKOBI pecypcu ado
3MIHIOBATH TIJIX11 BUKJIaIaHHS [T TIOKpAIIeHHs pOo3yMiHHA MaTepiany. Hanpuknan, y
XIMIKO-010TeXHOJOTIYHNX ~ auctuiniiHax — anroputmu Il mMoxyTs mporHozyBaTu
CKJIQJIHOCTI 3aCBO€HHSI TMEBHUX TEM 1 HaJaBaTU CTYACHTaM JOJATKOBI Bi3yasi3arlli,
CUMYJISILIT @00 1HTEpPaKTUBHI BIIPABU.

[lepcrniekTBH PO3BUTKY IHTEIEKTYAILHOIO aHAI3Y HABYAHHS BKJIFOYAIOTh THTETPALIIIO
MITyYHOTO I1HTENICKTY B CHUCTEMH TMPEAVKTUBHOI AHATITHKH IS PAHHBOTO BUSBIICHHS
CTYJICHTIB, SIKI TOTPeOYIOTh OIaTKOBOI MIATPUMKH, a TAKOXK BIIPOBAKEHHS JIOTTIOBHEHOT Ta
BIPTYaJIbHOI PEATbHOCTI JJIs1 IOKPAILICHHS 3aCBOECHHSI CKJIATHIX HAYKOBUX KOHIIeMIiH [13].
Taki miaxoan 3HAYHO MIABHIYIOTh €(PEKTUBHICTH OCBITHBOTO TIPOIIECY, POOISIYM HOTO
OLIBLI THYYKUM, aJAlITUBHUAM Ta JOCTYITHUM JIJIsl IIUPOKOTO KOJIA CTY/ICHTIB.

Bukopucrannss  4ar-0O0TiB, INTYYHMX  IHTEJIEKTYaJlbHMX  aCHCTEHTIB  Ta
MEPCOHANI30BAHUX PEKOMEHJALIMHIX CHUCTEM CIIPUSE MIJABUIICHHIO SIKOCTI OCBITH Yy
X1M1KO-010TE€XHOJIOTTYHUX CHEIIAIbHOCTSIX. ATaNTUBHI IIaTGOPMHU Ha OCHOBI IITYYHOT'O
IHTENEKTY J03BOJISIIOTH aHaJI3yBaTH HaBYAIbHUH MPOIEC CTYJEHTIB Y pealbHOMY 4aci,
BUSIBJIIIOYH POTAIMHY y 3HAHHAX Ta MAJIAIITOBYIOYN HaBYAIbHI MaTepiaii BIIOBIIHO
710 1HUBIAyaTbHUX OTPEO KOYKHOTO CTY/ICHTA.

3acTocyBaHHS MAIIMHHOTO HABYaHHA Yy TakuxX IUaTopmMax Jga€ 3MOTy
MPOTHO3YBaTH PiBEHb YCIIITHOCTI, aBTOMAaTUYHO PEKOMEH/IyBaTH JOJAATKOBI MaTepiaiu
Ta ONTHUMI3YBAaTH OCBITHIN mporec. Hampukian, airoputMu 00poOKH IPUPOIHOT MOBH
(NLP) BuKOpHCTOBYIOTHCS AJIi aBTOMAaTHYHOTO aHANI3y MUCHbMOBUX POOIT CTYACHTIB,

BUSIBJICHHS CIA0KHMX MICIlb Y iXHBOMY PO3YMIHHI TeMH Ta HaJaHHS MEPCOHATI30BaHUX
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MOSICHEHb. [HTErpallisi TOMOBHEHOI Ta BIPTYaIbHOI PEAIbHOCTI Y alaTUBHI1 I1aThopMu
crpusie eEeKTUBHOMY 3aCBOEHHIO CKJIaJHUX OI0XIMIUHMX 1 XIMIYHHMX MpPOIIECIB Yepes3
IHTEPAKTHUBH1 CUMYJISIIIT.

[lepcrieKTBE ~ PO3BUTKY aNANTHBHUX HABYAIBHUX IUIATQOPM  BKITIOYAIOTH
3aCTOCYBaHHSl IITYYHOTO I1HTENIEKTY I CTBOPEHHS 1HIMBITYali30BaHUX TPAEKTOPII
HAaBYaHHs, ABTOMATHW30BaHUX CHCTEM IIEPEBIPKA 3HAHb, 4 TAKOX IMiJAKIFOYECHHS JI0
r100aJIbHUX OCBITHIX pecypciB Ha ocHOBI Al-aHasizy HaBYaTbHUX TeHAeHIIH. [{e 103BommTh
CTyZIEHTaM OTPUMYBATH JOCTYII JI0 HAWHOBIMINX JOCIIHKEHB 1 METOIOJIOTH, TT1IBUIITYFOUN
e(EKTUBHICTh 1XHBOI MIJITOTOBKY Ta PIBEHh KOHKYPEHTOCIPOMOKHOCTI Ha pUHKY TIpaIii.

BucnoBku. Buxopucranus Il copuse aBTomarusaiii  eKCliepUMEHTaIbHUX
JOCIIKEHb, IPUCKOPEHHIO BIKPUTTIB y cepi Ximii Ta G10TEXHOJIOT1H, @ TAKOXK JT03BOJISIE
edeKTUBHIIIE PO3POOJIATH HOBI €KOJIOTIYHI Ta eHepro30epiraroyi TEXHOJOTIi. 3arajioM,
iarerpamis I y OiloTexHOMOTII0 BIIKPUBA€ HOBI TOPW3OHTH ISl JOCIHIDKEHD 1
MPaKTUIHOTO 3aCTOCYBAHHS B TaTy3l OXOPOHH 37I0pOB’si, PapMaIieBTUKH, arpapHUX HayK
Ta eKoJsorii. BUKOpHUCTaHHS MOTYXKHUX adTrOPUTMIB MAIIMHHOTO HABUYAHHS JI03BOJISIE
MIIBUIIUTH €(PEKTUBHICTh BUPOOHMYMX MPOIIECIB, CKOPOTUTH BUTPATH Ta MPUCKOPUTH
PO3pOOKY 1HHOBAIIIMHMX TEXHONOTiH, mo poduth I ogHuM 13 KIrO4OBHX (DaKTOpIB
MaiOyTHHOTO PO3BUTKY O10TEXHOJIOTIYHOI HAayKH. [HTerpaiisi IITY4YHOTO IHTENEKTY Yy
XiMiYHI Ta OIOTEXHOJOIYHI JOCHI/PKEHHS, a TaKOoX OCBITHIM TMpOLeC arpapHux
YHIBEPCHUTETIB € HEOOX1THICTIO Cy4acHOTO €Talmy HayKOBOT'O Ta TEXHOJIOTTYHOTO PO3BUTKY.

3actocyBanns I B ocBiTI 103BOJIsiE TEpCOHANI3yBaTH HABYaHHA, POOJSIYM HOTO
JOCTYMIHUM I IIMPIIOTO KOJia CTYJEHTIB, 30KpeMa sl oci0 3 0OMeKeHUMHU
MOKJIMBOCTSIMHU. BINpoBaKeHHS aJanTUBHUX HAaBYAIBLHUX IUIATGOPM, BIpTyaTbHHUX
naboparopiii Ta Al-aCUCTEHTIB MIIBHUIILY€E SKICTh MIATOTOBKH (haxiBLiB, IO KPUTUYHO
BaKJIMBO IS PO3BUTKY HAYKOBOTO MOTEHITIATY KpaiHH.

s Ykpainu, oco0aMBO y BOEHHUI Ta MICISBOEHHUN miepionu, iHTerpais I e
CTpaTEeriyHO Ba)KJIMBOIO JIJISl BITHOBJICHHS Ta MOJEpHI3allli eKOHOMIKH. Bukopucranus
IHTENEeKTyaJlbHUX CHUCTEM Y CUIbCBKOMY TOCIIOJApCTBI JIO3BOJISIE ONTHMIi3yBaTh
BUPOOHWYI TPOLIECH, MIJBUIIUTH BPOXKAMHICTh, MOKPALIUTH SIKICTh arponpoIyKiii Ta

MIHIMI3YBaTH BTPATH Yepe3 3MiHY KIIMaTy a0o TexHoreHH1 katactpodu. 3okpema, 111
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CTIpUSIE BiTHOBJICHHIO JETPAJI0BAaHUX 3€Mellb, MOKPAIICHHIO CTaHy IPYHTIB Ta EKOCUCTEM
HIISIXOM ONTUMI30BaHOTO BUKOPUCTaHHS J00PHB 1 010JI0TTYHUX 3aC001B 3aXUCTY.

Orxe, BpoBamkeHHs L1 y HayKy Ta OCBITY € He JIuIIe IHCTPYMEHTOM II1IBUILICHHS
e(EeKTUBHOCTI, a i KIFOUOBHM (DAaKTOPOM CTIHKOTO PO3BUTKY YKpaiHH, IO JO3BOJISE
3a0€3MeUnTH KOHKYPEHTOCIPOMOXKHICTh B YMOBAaxX TIJIOOATBHUX BHKJIWKIB. Y
MalOyTHBROMY 1151 TEXHOJIOT1SI CTaHE HEB1'€MHOIO YaCTUHOIO CY4aCHO1 OCBITH, OCOOJIMBO
B arpapHUX, €KOJOTTYHMX 1 O10TEXHOJIOTTYHUX JUCITUTLTIHAX.
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PO31LJI XVI. HEMPOMEPEXEBE MOJEJIOBAHHS TA
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DOI
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AHoTamiss. PoboTa mpucBsYeHa AOCIIPKEHHSIM 3 IIJIBHUIICHHS €(PEeKTUBHOCTI
MPOIIECIB MPOMUCIIOBOTO CUHTE3Y MOJIIBIHUIXJIOPUIY CYCIIEH31HHOIO MOJIMEPHU3alli€r0
BIHUIXJIOpUAY. BUKOHAHO AOCHIIKEHHS 3 MOOYIOBH «TeMIEPaTypHOi TpaeKTOpPii»
MPOIIECy CYCHEH31HHOI0 CUHTE3Y MOJIIBIHUIXJIOPUTY Ha OCHOBI CTPATETIi «TEIJIOBOTO
yaapy», 3TiAHO J0 SIKOTO KIHIIEBa TeMIeparypa peakiii MiaBUILYyEThCs, MI00
MIJBUIIUTH IIBUAKICTh peakilli (3MEHIIMTH TPUBAIICTh) peakiii. BigmorigHo 3
3aBIaHHSMU JOCTIDKEHHS Oylno TIpOBEACHO KOMIUIGKCHHM aHaji3 BIUIMBY
TEXHOJIOTIYHUX TapaMeTpiB (Yacy BBEACHHS JIOJATKOBUX OO0’€MIB MOHOMEpY-
BIHUIXJIOpDHY Ta MOMEHTY TEIUIOBOIO yJaapy) Ha SKICTb OJIEP>KYBaHOTO
MOJIIBIHUIXJIOpUY. Y pe3ysbTaTi HeHpOMepeKeBOro HAOMMKEHHS JAHUX aKTUBHOTO
EKCIIEpUMEHTY Ta OaraToKpuTepiajdbHOI ONTHMI3allli BHU3HAYEHO ONTHUMAJIbHI
3HAYeHHS TEXHOJOTIYHHX (PAKTOpiB TpOIeCy, MPU SKUX JOCATAIOTHCS HaWKparii
MOKA3HUKH SIKOCT1 MOJIBIHUIXJIOPUAY B TMOPIBHSHHI 3 OMNEpalisiMHU, KOJH MPOIEC
IIPOBOJIMBCSA Y CTAaHJIAPTHOMY (130TEPMIYHOMY) TEXHOJOTTUHOMY PEXKUMI.

KarwouoBi caoBa: MoOMIBIHIIXJIOPUI, TIABHUINCHHS €(QEKTUBHOCTI, aHali3
MOBEPXOHb BIATYKY, HEHUpOMEpekeBe HaOMMKEHHS [aHWX, OararokpurepiaibHa
ONTUMI3allisl, JIEKCUKOrpadiuHU METO,.

NEURAL NETWORK MODELING AND OPTIMIZATION OF
TECHNOLOGICAL MODES IN POLYVINYL CHLORIDE PRODUCTION

Arcady Shakhnovsky![0000-0003-2963-4026]. O]k sandr Kvitka![0000-0003-4034-7052)
Oleg Koliushko !10009-0006-9379-6694]
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Annotation. This study is dedicated to enhancing the efficiency of industrial
polyvinyl chloride synthesis via the suspension polymerization of vinyl chloride.
Research has been conducted on constructing the "temperature trajectory" of the
suspension polymerization process based on the "thermal shock" strategy, according to
which the final reaction temperature is increased to accelerate the reaction rate (reduce
its duration). In accordance with the research objectives, a comprehensive analysis was
carried out to assess the impact of technological parameters (the timing of additional
vinyl chloride monomer introduction and the moment of thermal shock) on the quality
of the obtained polyvinyl chloride. As a result of neural network approximation of
active experimental data and multi-criteria optimization, the optimal values of
technological factors were determined, ensuring the best quality indicators of polyvinyl
chloride compared to operations conducted under the standard (isothermal)
technological mode.

Keywords: Polyvinyl chloride, efficiency improvement, response surface
analysis, neural network data approximation, multi-criteria optimization, lexicographic

method.

Beryn. IlpencraBnena poGoTa mpucBsSYeHA AOCTIHKCHHSAM 3  TIABUIICHHS
e(EeKTUBHOCTI MPOIIECIB MPOMUCIOBOTO CHHTE3Y MOJIBIHUIXJIOPUIY CYCIEH31MHOIO
MOJIIMEPHU3AIIEI0  BIHIIXJIOPUAY. AKTYalbHICTh TakKuX JOCIIIKEHb 3YMOBJICHA
HAJ[3BUYANHO IMHUPOKUM CTIEKTPOM BUKOPUCTAHHS TOJIBIHUIXJIOPUAY (SIK MaTepiary
JUIS. BUPOOHUIITBA BIKOHHUX paM, TPyO, MOKPiBIi, BOJOHEIPOHUKHUX MEMOpaH Ta
13051511011 kaOeniB, JamMiHATY Ta IHIIMX HACTIHHMX MOKPUTTIB, LUIAHTIB, IUISAMIOK,
OmicTepiB TI I1HIIMX BHUJIB YHAKOBKM, JeTajed aBTOMOOUIIB, JAEKOPATUBHOTO
03/100JIEHHS, METUIHOTO TIPUIIAISA, SIK-TO: MIIIIKU Ta TPYOKH sl IepEeIMBaHHS KPOBI,
KpareapbHUIll TOIO, BOJOHETPOHUKHOTO OJIATY, B3YTTSA, PO3MOALIBYMX KOPOOOK
CJICKTPOMOHTAXY Ta IHIIMX JeTaje eNeKTPUIHOI apMaTypu, KOHBEEPHUX CTPIYOK,
CIOPTUBHHUX TOBAapiB, ITpamiOK 1 T.1.) Ta CHEIUQIYHICTIO TMPOIECIB CHUHTE3Y

MOJTIBIHUIXJIOPUTY.
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AHaJi3 JiTepaTypu Ta nmocraHoBka mnpodJjemu. [lomiMepusailiro MOHOMEpY
BIHUIXJIOPUAY y TMPOMHUCIOBOCTI TPAAMIIMNHO MPOBOIATH B 130TEPMIYHOMY PEKHMI.
[Ipy 1pOMY KOHCTPYKIiSI CHUCTEMH TEIUIOBIIBOAY PEAKTOpPIB Mae 3abe3rneuyBaTH
BIJIBEJICHHA TEIUIOTH €K30T€PMIYHOrO TIKYy; aHaji3 YacOBUX XapaKTEPUCTHUK
IIBUAKOCTI BIABOAY TeIjia MpHU MOJiMepu3allii BIHUIXJIOpHUYy BKa3ye Ha Te, 1110 MOBHA
MOTY>KHICTh CHCTEMH OXOJIOJIKEHHsI OUTBIIY YACTUHY Yacy MPOTATOM TojiMepu3ariii
3QIMIIAETHCS «B PeXUMI ITpocTotoy» [1]. OTxe, 10 mABUIIIEHHS €(PEKTUBHOCTI peaKIlii
BEJE PEXKUM, B SKOMY TEIUIOBE HABAHTAXEHHS TMIKYy EK30TEepMIYHOI peakii
«pO3MOJUISIETECS» Ha BeCh (CKOpoueHui) dyac mnoiiMepu3aiii. Ilpu 1boMy,
«cTpaTeriyHUMK» (akTopamu, SKIi MOXKHA BapilOBaTU [Js1 KOHTPOJIIO HIBHUAKOCTI
peaxiii € MBUAKICTh PO3KIAIaHHS 1HILIaTOpa Ta TEMIEpaTypa nomimepusamii. Tak, y
MIOHEPChKIA poOOTI [2] 3ampONOHOBAHO TEMIIEPATypPHO-IPOrPAMOBAHY MPOUEAYPY
CYCIIEH31MHOI moJimMepu3alii MOHOMEPY BIHUIXJIOPUIY 3 TMOCTIHHOIO IIBUKICTIO JUIS
M1BULIEHHS MPOAYKTUBHOCTI; pO3paxyHKOBa TeMIIEpaTypHa TPaEKTOpis nepeadayana
3HIDKECHHsST Temriepatypu 3 64 no 40 °C, micist 4oro migTpUMyBasacs TMOCTiHA
temneparypa 40 °C npoTsrom neBHOTo Mepioy 4acy, 3 HACTYITHUM IT1IBUIIICHHSIM 10
68 °C. Taka TeMIieparypHa TpaeKToOpis 3a0e3neunsia CKOpOUEHHS Yacy peakiii (rmpu
JeII0 TOTIPIIEHUX 00’€MHUX BIIACTUBOCTIX MPOIYKTY Ta Kpalliil Horo TepmivHii
CTa0lJIbHOCTI) TOPIBHSHO 3 TOJIBIHUIXJIOPUJIOM, OTPUMAaHUM B 130T€PMIYHOMY
peakTopi. ABTopu [3] 3acToCyBaju aHAJIOTIYHUN MIAXiJ, 3 1HIIOK TeMIIepaTypHO-
IPOCTOPOBOIO  TpaekTopiero. B miii  poOoTi momiMepusalis BIHUIXJIOPUITY
3MIMCHIOETBCS B KAacKaJll PEakTOpiB MojiMepu3allli 3 IMOCHiIOBHUM 3MEHIICHHIM
TemriepaTypu o kackamy Big 57 °C mo 36 °C, npu 1bOMy 3arajlbHAN 4ac peakilii
MOPIBHSIHO 3 TPAAMIIMHUM 130TEpPMIYHUM pPEAKTOPOM 3MeHIIMBcS Ha 28%.
AHaJIOT1YHY 1/1€0JIOT110 TTOOYI0BH ONTUMAIBHOT «TeMIIEpaTypHOI TPAEKTOPID» peakiii
noJiiMepH3allii B 4aci 3aCTOCOBYIOTh aBTOpH [4, 5], Ta 1HII JOCHITHUKH.

ABTOpPM TMPOMOHOBAHOTO TYT JOCHIPKEHHA Yy TOOYAOBI «TeMmepaTypHOi
TPAEKTOPID» KEPYIOTHCS M1IX0A0M Ha OCHOBI TaK 3BaHOTO TEIIOBOIO ynapy [4], 3riaHo
710 SIKOTO KIHIIEBA TeMIEpaTypa peakiiii MmiaBUILY€EThCs, MO0 MiIBUIIUTHA MIBUIKICTh

peakiii (3MEHIITUTH TPUBAIICTh) PEAKIIii.
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Pe3yabTaTH AocaigKeHHs. MeTOI0 JaHOTO TOCIIIKEHHS € CUCTEMHUN TOIIYK
3HaY€Hb TEXHOJOTTYHUX (PAKTOPIB (Yac BBEACHHS JOJATKOBOTO 00’ €My BIHUIXJIOPHUY,
Ta MOMEHT TEIUIOBOTO yJapy Iicis IMOYaTKy peakiii, XB), 10 3abe3neymsin O

ONTUMAJILHY TEMIIEPATYpHY TpaekTopito (Tad. 1).

Tabnuys 1
TexHosorivyni paxkropu
X; — 4ac BBEJACHHSA JOJIATKOBOTO
o , .. X, — 9ac TEIJIOBOTO yaapy, XB
PiBHi 00’eMy BIHITXJIOPUAY, XB

BapitOBaHHS Harypanbhi Konosani Harypanbhi KonoBani
3HAYCHHS 3HAYCHHS 3HAYCHHSI 3HAYCHHS

Hwoxwiii 160 -1 230 -1

Bepxwniii 180 1 240 1

[Ipo onTUMallbHICTh PEXHUMY MOJIMEpHU3allii B JAHOMY BUIAAKY I03BOJISIOTH
CYIUTH TaKl KPUTEPli SAKOCTI MOJIBIHUIXJIOPUAY SK HACUIIHA T'YCTHHA, TOPUCTICTH 1
CTYIHb moniMepu3anii (omiHoBaHa 3a K-cepenHiM), a TakoX MPOIYKTUBHICTB (dac
peaxiii). Ille ogHa BaxMBa Tpyma XapaKTEPHCTUK SKOCTI — PO3MOJT YacTOK 3a
po3MipamMu, — B TaHOMY BUMAAKY HE pO3TIsAanacs, OCKIILKH MOTIEPETHI JOCITIKEHHS
MOKa3yBaJM, L0 HISKUX ICTOTHUX 3MIH 3a IIUM TapaMeTpoM IpH 3MiHI Ha3BAHUX
TEXHOJIOTTYHUX (DaKTOPIB HE CIIOCTEPIraaocs.

[Ipu BupimieHHI 3aBAaHb, MOAIOHUX A0 CQOPMYIHOBAHMX BHILE, BHCOKY
e(hEeKTUBHICTD MMOKa3aB ABOCTAITHUM MIAX1] «perpecis-ontumizaiis» [4, 6, 7]:

1. ®yHKIIOHATEHE HAOIMKEHHS €KCIIEPUMEHTAIbHIX 3HAY€Hb KPUTEPIiB AKOCTI
(SIK TIpaBUJI0, CTATUCTUIHUMU METOIaMH TIJIAHYBaHHS €KCTICPUMEHTY).

2. bararokpurepiasibHa ONTHUMI3allisl 3 BHU3HAYEHHSAM 3HA4Y€Hb (DAKTOPIB, IO
BIJIMOBIAAIOTH KOMIIPOMICHOMY ONTUMYMY KPHUTEpP1iB ONTUMI3AIli.

[Ipore B maHoMy BHMAAKYy J0 HABEACHOTO BHINE €(EKTUBHOTO BOECTAITHOTO
QITOPUTMY JOBEJIOCS BHECTH CYTTEBI 3MIHUM 4Yepe3 OCOOJMBOCTI MPOBEICHHS
EKCIIEPUMEHTAIILHUX JOCHIDKEHb. B SKOCTI BHXITHUX JaHUX JUIsl HAOIMKCHHS
GYHKIIH BIATYKY BHKOPHUCTOBYBAJIUCS PE3YJbTaTH aKTHUBHOTO EKCIIEPUMEHTY

HECHCTEMATUYHOI0 Xapakrepy (puc. 1).
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Ha puc. 1 BimoOpakeHO eKcriepuMeHTa IbH1 3HaUYE€HHSI KPUTEPIiB ONTUMAIBHOCTI

yi-y4 Y OPOEKLISIX Ha MIOMMHY (PAaKTOPHOTO MPOCTOPY X1, X2. Po3TamnryBanHsa TOUOK

Ha puc. 1, a-T — OJHAKOBE JUIsI KPUTEPIiB Yi-Y4, 1 BIAMOBIAAE MOPSAKY MPOBEICHHS

EKCIIEPUMEHTY, TOOTO 3HAYEHHSIM X, X JUII KOKHOTO 3 JOCHiAIB. AOCOMIOTHI

3HA4YeHHS (PYHKIIIH BITYKYy BiTOOpakeH1 KOJIbOPOBUM PO3TOIIJIOM TOYOK (IOCITI/IIB).
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Puc. 1. ExkcnepuMeHTAJIbHI 3HAYeHHS TEXHOJIOTTYHMX BiAT'YKiB B (PAKTOPHOMY

npocTopi:

a — TPMBAJIICTh peakiii noimMepu3aii (XB); 6 — HACUIIHA I'yCTHHA NPOAYKTY (T/cM?);

B — MIOPUCTICTh MPOIYKTY (YACTKH); B — CTYIiHb NoJliMepu3aitii (3a K-cepemanim)

Bigomo, 1m0 B Teopii 1 mpakTULll MJIaHYyBaHHS EKCIIEPUMEHTY BUKOPHUCTOBYIOTHCS

IUIAHA EKCIIEPUMEHTY 13 UYITKO BHM3HAUEHOIO CTPYKTYyporo (TMOBHUH (pakTOpHUI

excniepuMeHT (TIDE), nentpansai komno3umiiai miann (LIKTI), mianu bokca-benkena
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TOILO); 1€ JIA€ BAKJIMBI MepeBard y MOPIBHSHHI 3 JIOBUIBHUMH TaOJMIIMU 3HAYCHb
(axTOpiB, 30KpeMa: OMTUMAIILHICTH PO3TAITyBAHHS TOYOK (CUCTEMHI TUIAHH JTO3BOJISIFOTH
PIBHOMIPHO PO3MOUIATH TOYKH EKCIEPUMEHTY B TPOCTOpi (hakTopiB, 10 3a0e3neduye
MaKCUMaJIbHY 1H(hOPMAIIiIO PO CUCTEMY 32 MIHIMAJILHOI KiJIBKOCTI JTOCTII/TIB), MIHIMI3aIlist
Kopersii MK (hakTopaMu Ta YHUKHEHHSI MYJIBTUKOJIIHEAPHOCTI (1 BHACTIIOK I[hOTO —
HECTIMKUX PO3PAaXyHKIB PErpeciiiHoi MoJieNi), €KOHOMISI PecypciB eKCIepuMeHTaTopa
(4ITKO CTPYKTYpOBaHI E€KCIEPUMEHTAIbHI TJIaHW JO3BOJISIIOTH MiHIMIZYBaTH KUIBKICTb
JOCIiAIB O€3 BTPATH SKOCTI pErpeciitHoi MOIEi).

JlocTyIiHI aBTOpaM JaHi SBJISIOTH COO0K0 pe3ysIbTaTH €KCIIEPUMEHTIB Ha JOCIITHO-
MPOMUCIIOBI  YCTaHOBIIl CHHTE3y TMOJIBIHUIXJIOPUAY; E€KCIEPUMEHTH BIMOBIIAIH
BUMOTaM Ta HOPMATHBaM IPOBEICHHS aKTUBHOTO E€KCIIEPUMEHTY, TPOTE MPOBOIMIUACS
1o3a YiTKO CTPYKTYPOBaHMM IUIAaHOM €KCIIEpUMEHTy. BHacmimok mporo mpu crpoOi
MoOyI0BY €KCTIEPUMEHTATTPHO CTATHCTUYHUX MOJIENICH 32 HASBHUMH JTAHUMH MaJjia MiCIIe
MYJIBTUKOJIIHEAPHICTh — BUPOJDKEHICTh 1H(GOPMAIIIHOI MaTpHIll CUCTEMHU, TOOTO METO]T
HaMEHIIMX KBAJpaTiB [Jsl BU3HAYEHHS KOE(DILIEHTIB pIBHAHb pErpecii BUSBUBCS
HE3aCTOCOBHMM B CBOEMY KJIACMYHOMY BHIJIS/II. 3aCTOCYBAaHHSI «OOXITHMX METOIB»
PO3paxyHKy BU3HAYHUKA IHPOPMALIIHHOT MaTpHIll (30KpeMa, piipK-perpecii) Oysio BU3HAHO
3a HEAONUIbHE, OCKUIbKM TIpM LBOMY HE YycyBaqucs O OCHOBHI mpoOieMu
MYJIBTUKOJIIHEAPHOCTI — HECTIMKICTh KOS(IIIIEHTIB perpecii, Hu3bka TOYHICTb MPOTHO31B 3a
MOJICIISIMU, MOXKJTMBICTh BiIOpaKyBaHHS CTATUCTUYHO 3HAUYIIMX PETPECOPIB TOIIIO.

3 ypaxyBaHHSIM 3a3HAYE€HOro, OyJIO TPUIHATO pIlIEHHS BIAMOBUTHUCS B[
(hYHKITIOHAIBHOTO HAOJIMKEHHSI €KCIIEPUMEHTAIbHUX 3HA4Y€Hb BIATYKIB perpeciitHuMu
MOJIETISIMU TITaHyBaHHS €KCTIEPUMEHTY Ha KOPUCTh HEUPOMEPEKEBOTO HAOMKEHHS.

JlocmimpKkeHHs TOPIBHSIIBHOT €pEeKTUBHOCTI BKa3aHUX JIBOX IMIIAXOIIB IO HAOJMKEHHS
eKCIEpUMEHTAIILHUX JaHuX [8, 9] mokasye, 1110 HEUPOHHI MEpexki MOKa3ylTh OUIBIITY
MOPIBHSUIbHY €(EKTUBHICTh Uil BUIAJIKy HEPIBHOMIPHHMX a00O BHITAIKOBUX BHOIPOK
BenMKoro oocsry. [lpu mianyBaHHI eKCIIEPUMEHTY 3a KIaCHYHUMH METOJaMH (TTOBHUI
(akTOpHUI EKCIIepUMEHT a00 IEHTPATBHUN KOMITO3UIIIMHANA TUlaH 1 T.JI.) TOYKU B
(haKTOPHOMY TIPOCTOP1 PO3MIIIYIOTHCS PIBHOMIPHO 200 32 CHEIIaTbHUME aJrOPUTMAMHU

(narmpukiiag, D-onTuMaibHUM), IO Ja€ 3MOTY MOOYAYBaTH PErpeciiiHy MOJelb, sKa
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33JIOBUTLHO OITUCY€ TOBEAIHKY CHUCTEMH B YChOMY IpocTopi ¢akropiB. OmHaK, SKIIO
EKCTIEPHMEHT TIPOBEICHO HECHCTEMHO (SIK y BUMAIKy JAHOTO JOCTIKECHHS), NESKi 3
oOnacreit (hakTOPHOTO MPOCTOPY MICTSITH OaraTo TOYOK (HaIJIMIITKOBI BUMIPIOBAHHS ), HITI
oOnacTi Maike He TMpelcTaBlieHl (BIACYTHICTh JaHMX); MK €KCIIePUMEHTATbLHUMU
TOYKaMU B (PAKTOPHOMY MHPOCTOPI HASIBHI 3HAYHI MPOMDKKH, IO POOHTH pErpeciiiHy
MOJIeNIb HecTaOlIbHOI MpH TMPOrHO3YyBaHHI B IMX 30HaX. Helpomepexi k 3aBIsKu
0COOJIMBOCTSIM CBO€I OpraHizailii (30KkpemMa, BUKOPUCTAHHIO PeryJisipu3allii, aanTHBHOCTI
70 CKJIQJIHOTO PO3MOJUTY TOYOK) 3/IaTHI BUKOHYBATH TJIAJKE HENIHINHE HAOIMKECHHS
EKCIIEPUMEHTATIbHUX JaHWX, HAaBiTh SKIIO EKCIIEPUMEHTaIbHI TOYKH PO3TAIlIOBaHI
HEPIBHOMIPHO.

3 ypaxyBaHHSIM 3a3HAUYEHOTO, OYJIO BHUKOHAHO HEUPOMEPEKEBE HAOIMIKEHHS
EKCIIEPUMEHTAJIbHUX 3HAYeHb KPUTEPIiB SKOCTI. APXIiTEKTypa BUKOPHUCTAHOI HEUPOHHOI
Mepexi:

- 1B HEWPOHU BX1HOTO Mmapy (BIAMOBIIHO 0 KUIHKOCTI 3MIHHHX X; I X2);

- JIBa PUXOBAHMX IIapy: TI0 10 HEMPOHIB y KOXKHOMY, (DYHKITis akThBaLii — mHiiHa ReLU;

- YOTHPHU HEHPOHU BUX1HOTO Iapy (BIAMOBITHO 0 KUTBKOCTI 3MIHHUX Yy, V2, V3, V4),
0e3 akTuBaIlii (OCKUIbKM BUKOHYEThCS allPOKCHUMAITisT).

B sikocTi pyHKLIT BTpaT B3MTO CepeAHbOKBApaTUUHA MOXHOKA (MSE), XapaKTepHy
IS 33129 HAOJIVKEHHS.

[Ipouilenypy HeHpoMepekeBOro MOCTIOBaHHS peasi3oBaHO MoOBOW Python 'y
cepenopuiiii PyCharm i3 Bukopuctanusm 6i06morexk TensorFlow [10] Ta monmomikHMX
MaTeMaTU4YHUX 010;110TeK 1 010ioTek Bizyamizarii. JIji1 HaBYaHHS MepeXi BUKOPHUCTAHO
amanTuBHUM anroput™ ontuMizantii (Adam). Kinpkicts ermox HaBdanus — 200.

JInist KOHTPOIIO SIKOCTI HAaOMMKEHHS! eKCIIEPUMEHTAJIbHI JaHl OyJio pO3IiUIeHO Ha
HaBYaJIbHY 1 TeCTOBY BUOIpKy. CIiBBIIHOILIEHHS MK BUOipkamu — cranaptHe: 80% — Ha
HaBYAJIbHY BUOIPKY 1 20% eKCepUMEHTAIbHUX TOYOK — Ha TECTOBY BHOIPKY.

BukopucTaHHs TeCTOBOi BHOIpKM a0 3MOTY YHUKHYTH Tapa3UTHUX SIBUIIL
NIepeHaBYaHHS i HAJUTUIIIKOBOT JUIsl TAHOTO HA0OPY EKCIIEPUMEHTATLHUX JAHUX KUTBKOCTI

HEWpPOHIB y BHYTPILIHIX [Iapax Mepexi (puc. 2).
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ByHKUiA Y] = f1(x1. X2) OyHkuia yy = filx;, o)

2820 2820

2808 280.8

2796 279.6

2784 2734

27172 sl

276.0 2760

2788 2748

2736

736 -100 -0.75 -0.50 -025 000 025 050 075 100
1

-1.00 -0.75 -0.50 -0.25 000 025 050 075 100
;

a) 0)
Puc. 2. HapsiumkoBa aetaJisanisi HoBepXHi HeilpoMepe:KkeBOro BiAryKy (11

KPHUTEPIil0 y1 — HACUIIHA I'YCTHHA MPOAYKTY) Ta IBHILE NepeHaBYaAHHS:
a — 400 HelipoHiB y BHYTpIIIHIX mapax mepexi; 6 — 200 HelpoHiB y BHYTPIIIHIX

mapax Mepexi.

[TpuiiHaTTS pillleHs 3a pe3yabTaTaMH HAONMKEHHS EKCIICPUMEHTAIBHUX JIaHUX
nependavano aHail3 MOJIEIbOBAaHUX MMOBEPXOHb BIATYKY (puUcC. 3) Ta GaraTokputepiajibHy
ONITUMI3AIlII0 13 BU3HAYEHHSIM 3HAUEHb TEXHOJIOTTYHHUX (HaKTOPIB, IO BIAMOBITAIOTH

KOMITIPOMICHOMY ONTUMAaJIbHOMY 3HaYE€HHIO (DYHKIIIN BITYKY.
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ok
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3 Ya
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1.00 w
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K 2235 —0.50 i
050 | 66.48
075 22.05 -0.75 o
“1.00 21.75 ~1.0( 66.16
1

.00 =
21,00 —0.75 —0.50 —0.25 0.00 025 050 0.75 100 ~1.00 -0.75 -0.50 ~0.25 0.00 025 050 0.75 1.00
x x

B) r)

Puc. 3. Jlo ananizy HeiipOMOJe/IbOBAHUX MOBEPXOHb TEXHOJIOTIYHUX BIATYKIiB:
a — TPUBAJIICTh PeaKIIii mojimMepusaiii (XB); 0 — HACUITHA T'YCTUHA TPOAYKTY

(r/cM?); B —TIOpHUCTICTh NPOAYKTY (YACTKH); B — CTYIIiHb IIOJIiMEpU3anii
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Bracnigok  KOHQIIKTYIO4OTO  XapakTepy  KpHUTEpliB  ONTUMAaJbHOCTI,
y3arajibHEHUH KpUTEpiil ONTUMANBHOCTI, OTPUMAHUN aIUTUBHOIO JIHIIHOIO 3rOPTKOIO

KpUTEPIiB y1-y4 (pucC. 4), BUSBUBCS HEC(HEKTUBHHM.

100

190.8
0.75

0.50 189.6

pes 188.4

0.00
187.2

-0.25
186.0
—0.50

_0.75 184.8

-1.00 183.6
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Puc. 4. I'padivyna inTepnperanis y3araJbHEHOIr0 KpuTepiro

ONTUMAJILHOCTI, OTPUMAHOTI0 A/IUTUBHOIO JIIHIHHOK 3rOPTKOI0

Taxox, Oyli0o BH3HAHO 3a HEAOIIJIbHE BHUKOPUCTAHHS 10 OaraTOKpHUTepialbHOT
onTUMI3allli B JaHOMY BHMAAKY MiIX0Iy Ha OCHOBI (yHKIi OaxaHOCTi (depe3
YCKIAHEHICTh BUKOPHUCTAHHS HEUPOMEPEKEBUX MOJEIei B SIKOCTI YaCTKOBHX
KpUTEPI1iB OaKaHOCTI).

Tabnuys 2

Po3paxyHkoBi onTHMA/IbHI 3HAYEHHA TEXHOJOTIYHUX (paKTOpIB

X7 — Yac BBEJECHHS JJOJaTKOBOTO 00’ €My

THi X2 — 4ac TEIIOBOIO yAapy, XB
BIHUIXJIOPUJY, XB yAapy,

Komosani . . Harypanbai
Harypanbhi 3HaueHHs KonoBani 3HaueHHA
3HAYCHHA 3HAYCHHA
0,43 174,3 0,00 235

B sikocTi iHCTpyMeHTY OaraToKpuTepiaibHOI onTUMi3alii 0yJio 3aCTOCOBAHO METO/
MOCTYNOK  (JekcuKorpadiyHuid METOJ) 3 PpaH)KyBaHHAM KPUTEPIiB B TOPSIKY
HyMeparlii 1 Be1nunHoo noctynku 10 %. Pe3ynbTaTi momyky onTuMaabHOTO PEKUMY
MPOIIECIB MTPOMUCIOBOTO CHHTE3Y TMOJIBIHIIXJIOPUAY TpEeACTaBiIeHO y Tabia. 2
(3HAYEHHS TEXHOJOTIYHUX (aKTOpPiB) Ta Tad. 3.

Tabnuys 3
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OuikyBaHi 3HAYeHHS TE€XHOJIOTIYHMX BIATYKIB

V2 — HaCHITHA V4 — CTYIIHB

3 — IIOPUCTICTh .
ryctuna (r/cm’) Y p noJiiMepu3anii

V1 — 4Yac peakiii (XB)

277,9 0,5 22,0 67,2

BucHoBkn. BianoBimHO 3 3aBAaHHSIMHU JOCHIDKEHHS OYyJ0 TIPOBEACHO
KOMIUIEKCHHM aHali3 BIUIUBY TEXHOJIOTTYHUX MapaMeTpiB (4acy BBEIEHHS JOJaTKOBUX
00’€MiB  MOHOMEPY-BIHUIXJIOPDHAY Ta MOMEHTY TEIJIOBOTO yJaapy) Ha SKICTh
OJIEP’)KYBAHOTO MOJIBIHUIXJIOPUAY. Y pe3yibTaTl HEHMpoOMepeKeBOro HaOJIMKEHHS
JaHUX AaKTUBHOTO EKCHEpUMEHTy Ta OaraToKpuTepiaJibHOI omnTumizamii Oyso
BCTAaHOBIICHO, IO ONTHUMAJIbHMMHU 3HAYCHHAMH (AKTOpIiB €: dYac BBEACHHSA
nonatkoBoro 00’emy BX — 174,3 xB., yac TemnoBoro ynapy — 235 XB, IpH SIKUX
JOCATAIOTHCSA HAWKpalll TOKa3HUKU SIKOCTI MOJIBIHUIXJOPUAY B TMOPIBHSAHHI 3
omepariisiMi, KOJIM TMpolleC TMPOBOAUBCSI Yy CTaHIApTHOMY (130T€PMIYHOMY)
TEXHOJIOTTYHOMY PEKUMI.

[IpencraBneHe HOCTiKEHHSI BUKOHAHO B paMKax HAayKOBO-IIOCIITHUX MPOEKTIB
«Komr’toTepHe MOJIETIOBaHHS Ta OMTUMI3AIS CTAIUX TEXHOJIOTTUHUX CXEM BOJHOTO
rocrofgapcTBay (Homep AepkaBHoi peectpariii 0124U002127) ta «YmockoHaICHHS
TEXHOJIOT1M MPOMHCIOBOI BOJIOMIATOTOBKH 3 BUKOPHCTAHHSAM IITYYHUX HEHPOHHUX
Mepex» (Homep aepxaBHoi peectpartii: 0124U001966).
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PO311JI XVII. KPUTUYHUI PO3IJIAA HOHATTA
«CBIJOMICTb» ¥ CYYACHIH METOJOJIOTII HITYYHOI'O

IHTEJIEKTY
DOI
IlleBuoB Anpiii! [0000-0002-7307-7765]
JlepxaBHa HaykoBa ycTaHoBa «L{eHTp IHHOBALIHHUX TEXHOJIOTIH OXOPOHHU 310POB’sI»
Jep>xaBHOTO yIipaBiHHS cripaBamu, KuiB, Ykpaina
dr_shevtsov@ukr.net

AHoTanisi. Po3rnsHyTo cCcydacHi MAXOAM A0 TMEBHUX METOHOJIOTTYHUX
ncuxosioro-ginocodpcrkux nmutanb y cepi LI sk Hayku. 3okpeMa, KpUTUYHO OINUCAHI
Taki TMOHATTS, K «UITy4YHA CBIJOMICTBY»; «ILITy4YHAa OCOOHUCTICTBY»; «CHJIBHHUW» Ta
«cmabkuity II; «wierka» 1 «Baxka» MNpoOJIEMU CBIJOMOCTI; «BJIACTHBOCTI
BHYTPILIHBOTO YYTTEBOTO AOCBIAY (KBasia)y, «Ppinocochkuit 30M01», «MalIMHHE
po3yMiHHs» BianoBigHo no kouueniii I'.C. Koctioka, A. Trropinra, P. Ilenpoysa,
H.JIykaca, J[.Yammepsa, . T'opdmana, JI.Cboprna, sKi 3amepeuyroTh CHPOIICHI
MOTJISIAM Ha CBIIOMICTB 3 TOUKH 30py (13UKATICTCHKOTO penyKiioHizMy. HaBenenmii
aHaji3 cydacHoro piBHsS po3poOok IIII cBimuuTh, 110 amapMiCTChKl MOOOIOBaHHS 3
NPUBOJY «BIWHM MHCIAYUX MaUIMH 3 JIIOJCTBOM» Hapas3l HE MIATBEPIKYIOThCS
byHIaMeHTanbHUMHU TpatsiMu y cdepi (inocodii Ta ICHUXOIIOT.

KarwouoBi cjgoBa: MeTomosioriss IMTYYHOTO IHTENEKTY, IITy4HA CB1JIOMICTb,
CWIBHUHM IITYYHUN IHTENIEKT, «JIETKa» 1 «Ba)Xka» MpoOJeMH CBIAOMOCTI, KBaiia,

(h13UKaTICTCHKUN PEAYKITIOHI3M.

Beryn. YV HOBITHI Yacu MIMPOKOMACIITAOHOTO 3aCTOCYBaHHS CHUCTEM IITYYHOTO
iHtenekty (CIHII) y pi3HMX Taly3sX HayKd, OCBITH, MEIUIMHU, Oi3HecCy,
MPOMHUCJIOBOCTI TOIIO BEIbMH BAXJIMBOTO 3HAUEHHS HAOyBarOTh (yTypOJOTivHI
NUTaHHS IOJI0 MalOyTHBOTO PO3BUTKY «PO3YMHHX MaIlWH», HAOyTTS HHUMH
O0COOHCTICHOTO CTaTyCy Ta CBIAOMOCTI. TyT TUCKYTYIOTh M1k CO0OI0 HAyKOBI1 IITKOJIU

MO3UTUBHOTO TOTJISIIYy HAa MOSBY IITYYHOTO CyO’€KTa MMBLIIZAIl SK MOMIYHHKA
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JIOJUHU Ta HAYKOBI TPYMH aJapMICTCHKOTO INTHOY 3 TO3HUINEK KaTacTpopiduHOi
3arpo3u JIIOACTBY MiCIIs 3100yTTs «TydHUM 1HTeaeKkTom» (L) cy6’exTHOCTI.

Tox KpUTUYHO BaXIMBUM [UIsI TMOAIOHOT MPOTHOCTHYHOI [ISTIBHOCTI €
JOCIIIDKCHHST  €IMICTEMOJIOTIYHUX 1 TEOPEeTUKO-METOAO0NOTiuHuX muTanb LI sk
HAyKOBOi cepH B i MPUKIAAHOMY 3HAUCHHI.

IToHATIHHO-TePMIiHOJIOTIYHE 10JIe Ki0epncuxoaorii

Ha ocoGmmBoMy Micli 3HaXOASIThCA MPOOJIEMU MOHSATIMHO-TEPMIHOJOTTYHOTO
nons Hayku npo CIIL Vnmerses meprn 3a Bce MPO PO3YMIHHS Ta 3aCTOCYBAHHS
daxiBisMu 11i€i chepu y CBOIM aHATITUKO-CUHTETHYHIN MpodeciitHii MisiIbHOCTI
TaKUX TIOHATh SIK «IITYYHUH 1HTENEKT», «IUTy4YyHa CBIJOMICTB», «IITy4YHa
0COOMCTICTHY, «MALTUHHE MUCIIECHHS», «PO3YMIHHS», «CYO €KTHICTBY, «CBO0O/1a BOJII»
(Y KOHTEKCTI KiOepICHXOJIOTii), a TaKOX KOHCTPYKTH 13 chepu MaTreMaTHIHOTO
MOJICITIOBAHHS TIPUPOTHOTO IHTEJNEKTY W CBIJIOMOCTI Ta IHIINI TOHSTTS, SKI B IIH
TUISHII HayKd HE € OJHO3HAYHO PO3TIYMAUYEHUMHM Ta YCTAJIEHUMH, MPOTE AKTHUBHO
TUCKYTYIOTBCSL SIK TPAaKTHKaMH, Tak 1 Teopetukamu y cdepi po3pooku CIIII.
[IpumiTHO, 1m0 1[I TUTaHHS TaKOX JyXe TypOylOTh SK TMEpPeciuHuX TakK
npodecionanbunx kKopuctyBauiB CIIII, siki 3acTOCOBYIOTH iX SK BIPTyaJdbHUX
ACUCTEHTIB y CBOiX cepax MisIIbHOCTI Ta iHOAI cipuiimaioTh cydachi CIHII sk Taki,
[0 MarTh O3HAKU «0OCOOMCTOCTI». [Ipu 1IbOMYy BOHHU BIPOTIJIHIIIE BCHOTO MAalOTh
06a3oBy ocBiTy He B ramy3i I'T, ncuxosnorii Ta ¢inocodii, a BiAMoBiaHO 10 chepu CBOET
OCHOBHOI mpodeciitHoi aisibHOCTI. OTXe MOTpeOyIoTh MEBHUX PO3’SCHEHb Ta
cnenu@piuHUX 3HAaHb 3 TEOPETUKO-METOAOJOTIYHUX TNHUTaHb MNOOYyAOBH  Ta
¢byuxuionysanns CILI.

VY Toii xe yac moaiOHI METOIONOTIYHI TUTAHHS MO0 BU3HAYEHHS TPATUIIIHHAX
MOHSATH TCUXOJIOT1i (CBIIOMICTh, OCOOUCTICTh, CYO’€KTHICTb, 1HTEJIEKT, MOTHBAIIis
TOIIO) HAacTpaBai GyHAAMEHTAIHHO AUCKYTYIOTHCS 3 TUX YacCiB, KOJHU IICUXOJIOTIS SIK
Hayka Oysia 4acTkor (imocopchkoro 3HaHHSA. | Xoua 3 MOMEHTY BIJIOKPEMJICHHS
MICUXOJIOTIT SIK EKCIepUMEHTaIbHOI Hayku BiJI ¢igocodii 3a3Ha4YeH] TUTAHHS
nepenuIy B O17IbII MPAKTUYHE TOJIE, TAM HE MEHII iX Cy4YaCHUI OHTOJIOTTYHUHN aCTIeKT

3HOB TOBEpTaE HAC y chepy HE TUIbKA TEOPETUYHOI IICUXO0JIOTi, ajne i ditocodii.
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[Ipu npomy gopedyHuM y cydacHux pgociimkeHHsx Il HaBeneHHs MEeBHHUX
pEMIHICIICHITIT 13 pOOIT HAMMX BITYMU3HSIHUX ICUXOJIOTIB-KJIACHKIB, 30KpeMa Mpallhb
Koctioka I'.C. 1 iforo Teopii 0coOuCTOCTI.

«CuJabHUI» Ta «CJIAOKHMID) INTYYHUH IHTEJIEKT

PosrnsHemMo nexiipka METOAOJOTIYHUX MUTaHb, 10 aKTUBHO AUCKYTYIOTHCS Y
3B’SI3KY 31 CTBOpeHHsIM Ta ¢yHKiionyBanHsaM CIII B namiit nuBimizanii. [lepir 3a Bce
TPHUBAE >KBaBa TUCKYCisl, KOJU HACTHCS MPO (PYTypPUCTUYHHUNA MPOTHO3 PO3BUTKY Y
MalOyTHROMY TakK 3BaHOTO «CHJIbHOTO» (yHiBepcanpHOro) LI Takoro piBHs, mio 1e
nependavyae HaOyTTs CIII 37aTHOCTI MUCIUTH 1 YCBIIOMIIIOBAaTH ceO€ SIK OKpeMy
0COOMCTICTh (30KpeMa, PO3YMITH Ta YCBIIOMIIIOBATH BIACHI JYMKH, «BHYTPIIIHIN
cBiT» TOIO0). TOA1 BIpOTiIHO, IO «PO3YMOBHUI MPOIIEC» MAIIMHU Oyae moaiOHuil 10
JIIOJICBKOTO 1 HaBITh MOro HabaraTo IMEpeBUIIYBaTH 3a MOTYXKHICTIO, BPaxoBYHOUl
Maiike HeoOMEeXeH1 pecypcu mam STl Ta MBUAKICTH poOoTH 3 iH(popMmaliero. Lle nae
MiJICTaBM TEBHUX QJIAPMICTCHKUX TMO3UIIA Y CYCHUIBCTBI, IO MOXE€ CYTTEBO
YIOBUIBHUTH MOAANBIINIH Mporpec y cepi ynockonanenss LI, axx no npuzynuHeHHs
a6o HaBiTh 3a00poHu «cunpHOTO 11II» Ha 3aKOHOJaBYOMY piBHI.

[TpumiTHO, 110 «cIaOKOTroy (Tak 3BAHOTO, MPUKJIAIHOTO a00 By3bkoro) 11 mu He
«0oiMocs», a/ke BiH SIK 3BUYAliHA TEXHIYHA YTHIIITA MPU3HAYCHUN JIJISI BUPIMICHHS
NEeBHOI KOHKPETHOI 1HTEJIEKTYaJIbHOT 3a/1a4i a00 X HEBEJIMKOT MHOKUHHM (HAIIPUKJIIA],
CUCTEeMH JUIsi TpU B IIaxXd, KEPYBaHHS TPAHCIIOPTOM, pO3Mi3HAaBaHHS O0Opa3iB,
nepeknany, (inancoBoi aHamituku Tomio). s Takux CIII He mepembauaroTbes
HasBHICTh Y KOMITHOTEpa CIPaBXHBOI CBIJOMOCTI. BiacHO 3 Takumu anropurMamu
Hapas3l MU Ha MPAKTUI 1 MAEMO CIPaBy, TOOTO 3 HAABHICTIO TUTBKH «CJIa0KO1» Gopmu
HII. (TTokwu mio...!).

«ITyyHna oco0HUCTICTH»

3Bepratounck 1o mpami  Koctioka [I.C. «IIpobrema ocoOuctocti Yy
¢dbitocopchbkOMy Ta TCHUXOJOTIYHOMY acleKTax» uYWTaeMo Take: «IHIuBig €
OCOOHUCTICTIO, OCKUJIBKM BIH YCBIJIOMJIFOE HABKOJHUIITHE OyTTsA 1 cebe camoro, CBOi
BIJIHOCHHU JI0 HBOTO, CBOT (PYHKIIT Ta 00OB'S3KH, TOOTO OCKITLKH HOMY TIpUTaMaHHE

cBigoMicTh Ta camocBimoMicThy [2, C.81]. OTxke 6e3 cB1IOMOCTI HE Ma€ 0COOUCTOCTI!
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«ITy4yHna cBizoMicTb»

Hacnpasai nutanHs npo HasiBHICTB CBIJOMOCTI y MUCIISTYOTO Cy0’€KTa € 0a30BUM,
OHTOJIOT1YHUM, a TOMY B 3Ha4Hii Mipi pinocodpcbkum. ToMy i 3p03yMisIo, 110 B €MOXY
xkopcTkoro ma"nyBanHsa B CPCP pianekTuuHOro matepiaiizmy ICHXOJOTH OuIbIe
OPUIUISUIM yBaru MUTaHHSIM OCOOMCTOCTI, HIJK CBIJOMOCTI. AJDKE CTOSJIO MOJIITUYHE
NUTAaHHS BUXOBAHHS OCOOMCTOCTI HOBOI JIOJAMHH «TOMOCOBETIKYC», a TIOHATTS
CB1JIOMOCTI JIFOJUHA B OCHOBHOMY 3BOJIMJIMCS JO COINATICTUYHOI, KOMYHICTUYHOI,
MPaBOBOi TOLIO CaMOCBIIOMOCTI. Y TOHM € 4Yac B 3aKOPJIOHHIN ICHUXOJOTii Ta
biocodii po3poOKU METOJI0IOTI CBIIOMOIO Ta HECBIIOMOTO HE MPHUITUHSIIUCS, 110
MO3UTUBHO BIUTMHYJIO Ha (yHIaMEHTaNbHI JOCTKEHHS y cdepl enicTeMONIOTTYHUX
OCHOB «IITYYHOTO 1HTEIECKTY».

Jo mux mip nHasBHi CIII moOyaoBaHi 3a KOHIEMIIIED MaremaTuka AjaHa
Teropinra, sikuii 3ampornoHyBaB y 1936 poril neBHUM MaTeMaTUYHUM 00’€KT Jyis
(dbopManbHOTO YTOYHEHHS iHTYITMBHOTO TOHSTTS QJTOPUTMY, SIKE€ 3TOJOM Ha3BaJId
«mammHa TeropuHTay.

Mammna TelopuHTa € aOCTPaKTHOIO MOACIUTI0 O0YUCIIEHbD, SIKa MPALIO€ 3a YITKO
BU3HAYEHUMH TpaBWIaMH (aIropuTMamu). Y KIACHYHOMY PO3yMiHHI BOHa IMPOCTO
orepye CHMBOJIAMHU BIATIOBITHO 10 IEBHOI IPOTpaMu, 1110 He niepeadadae HeoOX1IHICTh
MaTu BHYTpIlIHIN 1ocBif (qualia) abo cyd’€KTUBHOTO YCBIIOMJICHHSI CBO€T TISITTLHOCTI.

Jlaypeatr HobGeniBcbkoi npemii Pomkep IleHpoy3 y CBOiX BCECBITHBO BIJIOMHUX
po0oTax KIHLSA MHHYJIOTO CTONITTSA A0 mpobnemu HasHocTi y CHII cBigomocTi
3aCTOCYBaB TeopeMmy lenens mpo HEMOBHOTY, sIKa HAroJIOIIye Ha MPHHIIMIIOBUX
oOMexxeHHSX (OpMaTbHOI apu(PMETUKH 1 JEMOHCTPYE, IO ICHYIOTh MaTeMaTH4HI
ICTUHH, K1 HEMOXJIMBO JTOBECTH KOJIHUM Ha00poM (hopMabHUX TIpaBui [7].

CB110MICTh IPUHIIUIIOBO HE € 0OYMCIIIOBAJILHOIO, TOXK BiH BBaXKa€ (1110 CITIBIAIA€
1 3 Hamow aymkoro), mo CIII, sk mamuua TeropuHra, HIKOJIM HE MOXe HalOyTH
CBIJIOMICTh 1 JICTaTH CIIPABXKHBOTO 1HTEJEKTY, MOAIOHOTO A0 mpupoaHoro. [lenpoys
nuIe npo «(i3uKy» CBIIOMOCTI, SIKa € HE3YUCJICHHOIO Ta ICHY€ B PeajibHOCTI, MOA10HOT
70 KBaHTOBOI peaibHOCTI. Ha BiAMiHY BiJl KJIIaCHYHOI peajbHOCTI, IKY MU MOYXEMO

0e3nocepeHbO CIPUIMATH Ta 3 KO0 B3aemoaisaTu. OTxke, 11e 03HaYae, 110 CB1IOMICTh
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nepeBepIlye «OOUYHMCICHHS», OCKUIbKM BOHA Mepeadayae poO3yMIHHS MPUYMH, IO
JeXaTh B OCHOB1 (pOpMabHUX MPABWII, @ HE MPOCTO 1X JOTPUMAHHS.

CnpaBenmuBOCTI paai Tpeda TaKoXK 3ayBaXKUTH, IO 1I€F0 TIPO Te, IO CBIIOMICTb
HE MOXKHA 3BECTHU JIO aJIrOpuTMIB, Brepiie BUCYHYB ¢inocod JIxon Jlykac 3
OxcopachKOro yHIBEpCUTETY, SIKMUH TaKOXK IPYHTYIOUHCHh Ha Teopemi ['emens mpo
HEMOBHOTY CTBEP/KYyBaB, II0 MallMHA HE MOXE OyTH IOBHOIO Ta aJEKBATHOIO
MOJCIUIIO JIIoAChKoro po3ymy [6]. Orxe 1 Jlykac, 1 Ilenpoy3 3 To4ku 30py
MaTEeMaTHYHO] JIOTIKH cripocToBYBaiu Mi( mpo Te, mo CIII gictane cBiiOMICTb.

BaxxnuBo TyT Takok 3rajjaTd Pe30HAHCHI JOCIIIKEeHHS ¢ijocoda HOBOTO yacy
Hesina Yanmep3sa, SKui TaKOK BBaXKAE, 110 CBIJOMICTh HACTIPAB/Il € YUMOCH OUTBIITNM,
HiXK POCTO 0GurcIIoBanbHUi Tponec [4]. Moro mpari MaioTh AificHO peBOIOLiiiHe
3Ha4YeHHs, a/pke Ha modaTky XXI cTomTTs, BaXKO 3HAWTH (QyHIAAMEHTAIbHY
myOJTiKaIliio MPO CBIAOMICTb, B SIKIH HE 3raayBanocs 0 Jo0poOOK IbOTO aBTOpa

DakTUYHO HOTO TEOpis CBIIOMOCTI 3HAXOIUTHCS B KOHTPABEPCIMHIM MapaaurMu
¢itocodcerkoro ayamizmy (Tesa, 3riqHO 3 siKOF0 BCECBIT CKIIamaeThest K 3 MaTePiaTbHUX
cyOcTaHmiid, Tak 1 MeHTanbHUX). I[Ipore cam Yanmep3 Ha3uBae CBid MiAXIA
CHATYPATICTUYHUM Jyalli3MOM», /DK€ BIH BHUCTYIAE MPOTH CHPOILEHOr0 MOIISAY Ha
CBIIOMICTh 3 TOYKH 30pYy (DI3MKANICTCHKOIO PEAYKIIOHI3MY, SIKUIl TPYHTYEThCS Ha
MIEPEKOHAHHI, 1110 3aKOHU CIOCTEPEKYBAHOTO CBITY MOIIMPIOIOTHCS 1 HAa BHYTPIIIHIN
MEHTILHUI CBIT crnocTtepiraya. TakuMm uyuHOM YaiMep3 BHKIIOYAE PEIYKIIIIO
YCBIZIOMJICHOTO MUCIIEHHS 10 (DyHKIIIT MO3KY, IPH IIbOMY HOTO/KYIOUHCH 13 OYEBUIHUM
3B’S3KOM MHCJICHHEBUX omeparlii 3 010hi3nYHUMH TIPOIECaMH, a TaKOX CBIJIOMOCTI 13
¢i3munnM cBitoM. [Ipote (inocod BBakae MOXOMKEHHsS CBIIOMOCTI BiJi OCTAHHBOTO
EKCIIEPUMEHTAJILHO HE I0BEJICHUM, IPUHAWMHI HE 0aUuTh JJOKa31B ICHYBaHHS aOCOMIOTHUX
MEXaH13MIB TTOPOHKEHHS CBIJIOMOCTI BUKITFOYHO (DI3MUHUM CBITOM.

Yanmep3 po3pi3HsAe IBI MPOOJEMU CHIBBIIHOIIEHHS MEHTAJIBHOTO 1 TIJIECHOTO:
«WJIeTKa» 1 «BaXKKay MmpodseMu cBioMocTi. Jlo «ierkux» rnpobiem Yanameps BiTHOCUTH Ti,
SIK1 3BOJIATHCS 10 (DYHKITIOHATIBHOTO TIOSICHEHHS! MUCIIEHHSI Yepe3 0CIIIHKEHHS OpraHi3aiii
01013UYHMX CHCTEM 1, OTKE, MOTEHLINHO PO3B'I3yIOTHCS 3a JOMOMOIOI METOIB,

BUKOPHUCTOBYBAaHMX B HEMpOOI10JIOTIi 1 KOTHITUBHIN Haylill. Po3B’s13aHHS 1MX MpoOsieM €
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CyTO TEXHIUYHOK 3adaueto. [0 yacTuHy mnpoOsemMu CIiBBITHOIIEHHS MEHTAJIBHOTO 1
TinecHoro Yanmeps BIAHOCUTH 10 HEUPOQI310IOTTUHIX aCHEKTIB MEHTAIBLHOTO.

«Baxxka mpobrneMa» (4u BHUKIMKAIOTh OOYHCIICHHS TMEPEKHUBAHHA?) HA HOTO
JTYMKY JI0 [IUX TP € TAEMHUIIEIO U1 CY4aCHOI HAYKH 1 MICTUTh Y COO1 MUTAHHS SKUM
gyuHOM (pi3uyHa cucTemMa Moriia O TOpoKyBath cBimomuil mocBin? ToOto
NOPOKYBaTH KBallia. SIK cKa3aHo, BIH CTBEPIKYE, 110 *kOJIeH (opMaii3M MOKH HE J1aB
BIJIMOBIJIl HA OCTAHHE MUTAHHS. XO04Ya JAJIA PO3B’SI3aHHS «WIETKUX MPOOJIeM» MOXKHA
MPOMOJIETIIOBATH BIAMOBIAHI 1HTENEKTyalbHI (PYHKIII (OpMaTbHUMH OIEparisiMu.
Ane Oe3mocepelHbO sl CBIIOMOCTI, CyO'€KTHBHOTO JOCBIAY Ta TIEpeKWBaHHS
(GyHKIIOHATBHO-PEAYKLIHHA JEKOHCTPYKIIIST HEMOXKIHBa!

BoueBupb Takuii miaxis 3a HASIBHOIO TEXHOJIOTIEIO AJITOPUTMI3AIlli HECYMICHUH 13
POTHO3aMU HAOyTTS CB1AOMOCTI (B JIFOJACBKOMY i1 po3yMiHH1?!) MallIMHOIO.

KgaJia Ta «1uTy4Ha 0cOOMCTICTHY»

[Tpunyctumo, mo mu Haumwiu CIII gk icToTy, sika MOBOJUTHCA MOIIOHO 10
3BuuaiiHoi monuHu. Ilpote B Hil OyAyTh BIACYTHI CBiIOMHUI HOCBif (KBaiia) abo
BJIACTUBOCTI YYTTEBOTO A0CBiAy. ToOTO BOHA €(eKTHO MPOXOaUTh TecT ThiopuHTa 1
MOBHOIIIHHO CHUMYJIIO€ TIpUPOJHIN 1HTenekT. Yu Oyne BoHa (yHKIIOHYyBaTtH 0e€3
«TyXOBHOI» CKJIaA0BOi? UM 3MOKEMO MM Ha3BaTH il MITy4HOIO ocoOucTicTio? Um 115
MEXaHIYHa 1CTOTa 3aJUIIUTLCS B peabHOCTI «dimocodcbkum 30m01» (Philosophical
zombie) abo «OixeBiopanbHuM 30M01» (Behavioral zombie), mo mnoBediHKOHO He
BIJIPI3HIETHCS BIJ 3BHYANHOI JIFOJAWHH 1 BCE K HE Ma€ HISIKOTO CBIJJOMOTO JOCBINY,
KBajia, a 3HAYUTh — CBIIOMOCTI. YamMep3 CTBEPKYE, 110 OCKUJIBKH 1CHYBaHHSI
«30M01» MOXXJTUBO, TO TIOHATTS KBajia 1 37aTHICTh YCBIIOMJIIOBATH BIAYYTTS JOCI HE
OTpUMAaJIM TOBHOTO MOSICHEHHSI 3 TOYKH 30pYy BIACTUBOCTEH (DI3UUHOTO CBITY.

Mo>kHa MOCTaBUTH MUTAHHS TAKUM YUHOM. SIKIIO MU AamMO SIKUMOCH CIIOCOOOM
MaIliHI 9yTTEBUH JOCBIM UM 3'IBUTUCS y Hel KBalia, BHYTPIIIHIA JOCBIA, 0 1 Oyze
CKJIaJIaTH CBIJOMICTE?

Taka TexHosioris Moke OyTu BumpaBaaHa, amke Jowanen [esin ['odgdman
(amepukaHCBbKMI ~ KOTHITUBHUN  mcuxosor, mpodecop  Kamidopniiicbkoro

YHIBEPCHUTETY) Y CBOiX KHHUTaX MHUCaB SK 3TOPTAETHCS 1 TPAaHCHOPMYETHCS 30BHIIITHS
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1H(opMaris 11 HaIIoi CB1IOMOCTI, 30KpeMa B kKHu31 "SIk BiquyTTs OpeuryTh HaM" [5].
Bin BBaxkae, mo (pakTUYHO HAIll MO30K TPAHCIIOE HAllil CBIZOMOCTI HE peaabHHIA
oOcsr iH(popMallli mpo 30BHIIIHIA CBIT, @ IEPETBOPEHY 1H(OPMAILIII0 TAKUM YHUHOM,
100 MM MOTJIH 3 HEIO ONEPaTHBHO 1 KOPEKTHO TPAIIOBATH 3apajfl €BOJIOIII.

To6to y poborax I'opmana po3ropHyTa MNOMyJsipHA y KOTHITUBICTHLI Ta
HEHPOTICHXOJIOTII TimoTe3a Mpo Te, 0 MO30K T'Oy€ HAIly CBIiJOMICTh BUKPHUBIICHOIO
iH(opMalli€ro Mpo peanbHICTh 3 METOK ajanTallii Ta ONTUMI3allli HAIIOl TISUTbHOCTI
3apaau Hamoro BwkuBaHHs (Lleit miaxin oTpuMaB Ha3By «yCBIAOMIICHHMH peaizM» —
Conscious Realism). ToO6To Ham MO30K JUIsi PO3BUTKY BJIACTUBOCTI JIFOJAWHHU
e(eKTUBHOTO MPUUHSTTSA pillIEHh BUKOPUCTOBYE a/IaliTOBaHy (3rOpHYTY) iH(pOpMalliio,
OTpUMaHy 4epe3 OpTaHu BIMUYyTTs, 1 TpaHChOpMYyE Ti i 3a1a9i 010710T19HOT €BOJTIOMIT
TOIUHU. AJDKe, Ko 0 MO30K JaBaB OW CBIIOMOCTI (@ HEMEBHO 1 MiJCBIJOMOCTI)
MOBHY 1 JIeTalbHy 1HGOPMAIIIIO PO PEaTbHICTh — JIFOJIMHA HE 3MOrJia O OmepaTUBHO
OpuAMaTh PIIMICHHS IOJ0 CBOEI JISJIBHOCTI 3 HEOOXIAHOK JIsi BH)KMBaHHS
HIBUJKICTIO Ta €(PEKTUBHICTIO.

[Tpu upomy I'obdman iine mami 1 3a3Havae, MO 3arajdbHOMPHUIHATA AyMKa, 3a
KOO aKTUBHICTh MO3KY BUKJIMKAE CBIIOMUI TOCBi, A0 IIUX Tip HEPO3B'sI3HA, 3 TOUKH
30py JAOBEJIEHUX HAYKOBUX apryMeHTIB. TOMYy BiH JOCUTh KOHTPABEPCIHHO MPOMOHYE
BUPIIIUTA HEPO3B’si3aHy MPoOJIeMYy CBIJIOMOCTI 4Yepe3 IeperopTaHHs Mipamian
peaNbHICTh-BIIUYTTA-MO30K-CBIJIOMICTh, MPUUHSBIIA 3BOPOTHY TINMOTE3y, 3a SKOIO
CBIZIOMICTh BUKJIWKA€ aKTHUBHICTh MO3KY 1, MO CYyTi, «CTBOPIOE» BCl OO0'€KTH Ta
BJIACTUBOCTI (h13UYHOTO CBITY B IHTPANICUXIYHIN Mapaurmi.

Omxe 3rigHo 3 ['oddmanoM, eBOMIOIIS HE BUMAara€ TOYHOTO BiIOOPaKCHHS
peaIbHOCTI; BOHA MOTpeOye JHIE aJanTUBHOTO, KOPHCHOTO JJsi BH)KUBAHHS
CIIpUUHATTS. PeanbHICTh, IKY MM 0a4MMO, € 3pYYHOI0 «IKOHKOIO» (K Ha poOouyoMy
CTOJI KOMIT'IOTepa), sIka MPUXOBYE peabHy, OUTBII CKJIaHY CYyTHICTb.

Tox sika pi3HUIS B CHTYaIlisiX, SKIIO MA TaK CaMO MO>XEMO TOAYBaTH MalllMHY
«OKYHKOIO» 13 crieriaabHo 00pobiieHo iHpopmaiiii abo BoHa 6 oTpumasa CBii BIaCHHM

qyTTeBUI 10CBif (kBatia)? OTxe y Hei Moria O 3'SBUTHUCS CBIIOMICTH?



230

«ManuHHe po3yMiHHS»

VY mpami «IIlomo mcuxonorii posyminas» Koctiok I'.C. moB’s3ye CBIZOMICTH 3
PO3YMIHHSAM yChOT'O TOTO, Ha [0 BOHA Ta Mi3HABAJIbHI MPOIECH CIPSIMOBAHI: PI3HUX
SIBUILL IPUPOJIU, CYCIIIIIBHOTO KUTTS Ta BHYTPIIIHBOTO CBITY camMoi JitoAuHU Toulo [1].

VY nocaimxennsax Koctioka I'.C. po3ymiHHS TOCTae Ik CTPYKTYPOBaHMIA MPOIIEC,
KWW MO’KHA OTNUCATH TaKUMU JecKpurntopamu (y pexkoHcTpykiiii Pubanku B.B. [3]):
a) NoTpeOU Ta MOTHUBHM PO3yMiHHA;, O) o3HaloMyIeHHS 3 (pakTamu, BITOOpaKEHHS,
yCBiAOMJIEHHSI OO'€KTHBHOTO 3MICTY, CKJIQJHHUX 3B'SI3KIB B 00'€KTax pO3yMIHHS,
B) IILJIECIIPSMOBAHICTh, TOOTO CHEllalibHI TMHUTaHHS, IIUTl, 3aBJaHHS PO3yMIHHS;
I') MOIIYK 3ac001B PO3YMiHHS, POAYKTUBHA, PE3yJbTaTUBHA CTOPOHA IILOTO MPOIIECY;
1) EMOIIIITHHI acMeKT MPOLECy PO3YMIHHS.

Bci i acriekTy MoHa YCHIITHO MpOaHalli3yBaTH y MIIONTMHI «aistmbHOCTDy CIII,
30kpemMa W TI, [0 MOXHa €(QEKTUBHO 3alporpamMyBaTH, HANPUKIALI;
IJIECTIPSIMOBAHICTh, 3aBaaHHs, 1il. [Ipore akagemik Koctiok I'.C. B 1eK1IbKOX CBOiX
mpamsx Harojollye, IO PYXOBOIO CHUJIOK TPOIECIB TMi3HAHHA € MOTHBAI.
HanporryeTscst muTaHHs — 7ie 3HalTH B IPOTpaMHOMY KOJIi MallIMHA MOTHBAai0? Xi6a
MOKHA Ha3BaTW CHPABXHBOI MOTHBAIEID AITOPUTMI30BaHy MNOTPeOy BHUKOHATH
3aBaanHs, mo moctaBuia CIII momuna? TlpoGiemu Takok BUHUKAIOTH i Yac
aJTOpUTMI3allii eMOIIIHHOTO aCIEKTy MPOIIECY PO3YMIHHS.

[Ilom0 MOXIMBOCTI «pPO3yMIHHS» MAIIMHOK CBOTO (DYHKITIOHYBaHHS Ta OyTTS Y
IIUTOMY, TO BIATIOBIITIO TIEBHIM HABEJICHUM BHUIIIEC ACTIEKTaM € YSIBHUM €KCTIEPUMEHT ITi]T
Ha3BOI0 «KUTAWChKa KIMHATa», SIKUM 3alpoIlOHYBaB aMepuKaHChkuil (inocod [[xon
Cropi. BiH BUKOPUCTOBYETHCS B JIITEPATYpi K apryMEHT, 3T1IHO 3 AKUM HaBITh CKJIaHA
dbopmanbHa cucrema, 110 MaHIMYJII0€ CUMBOJIAMU, HE MOX€E BOJIOJITA PO3yMIHHAM abo
CBIZIOMICTIO. YsBIMO B KIMHATI JIFOJMHY, SIKa HE 3HA€ KUTAHCHKOI MOBH, aje OTPUMYE
KATAChKI CUMBOJIM Ta BHJAE BIAMOBIAb 32 MEBHUMH NpaBWIAMHU (QITOPUTMOM), HE
PO3YMIIOUYM 3HAYEHHS JKOIHOTO 13 iepormidiB. Y MiICYMKY €KCHEPUMEHTY MU MOXKEMO
3pOOUTH MOMUJIKOBHI BUCHOBOK, 1110 JIFOJIMHA BOJIOJIIE KUTANCHKOIO Yepe3 Te, 110 BIPHO
pearye Ha HalaHU TeKCT 1 BUpilye 3aBaaHHs. CbopI1 MOPIBHIOE TAKY CUTYALII0 3 POOOTOIO

KOMIT IOTepa, KW, He3BaKaloul Ha MPaBWILHUMA pe3ysbTaT 3aBllaHb, HE YCBIJIOMIIIOE
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CMHCITy Ta 3HAYEHHS CBOIX [, HE MHUCIUTh Yy IIJIOMY 1 HE YCBIIOMIIIOE ce0e: MaIlluHU
00pOoOISTFOTH 1H(OpPMAITITO, aJle He pO3yMItOTh ii [§].

BucnoBku. B nanomy marepiaii My mpoaHanizyBad Jieski mpaii Gpinocodis 3
TOYKH KPUTHKIB 1CHYBaHHS «IITYYHOI CBIJIOMOCTI». 3BHYAHO B JITEpaTypi MOXKHa
3HAWTU TAaKOX 1 0€3I11Y NPUXUIBbHUKIB O3UTUBHOTO MPOTHO3Y LIOJ0 MEpediry moiiit
y KIOEpICUXOJIOTii TaKUM YHWHOM, 110 MaWOyTHI IITY4YHI 1HTEJIEKTYyaJlbHI CHUCTEMHU
CTaHyThb HACTIIBKUA CKJIQJHUMH, IO THUTAHHS CBIJOMOCTI MOXE OTPUMATH HOBY
iHTepnperamiro. [Ipore HaBenenuit Buie aHani3 cutyarii y cdepi I cBigunuts, mo
aJIapMICTChK1 TTOOOOBAHHS 3 MPUBOAY «BIMHU MUCIISUYUX MAILIUH 3 JIFOJCTBOMY Hapasi
HE MIATBEPAKYIOTHCS HAa Cy4YaCHOMY PiBHI PO3BUTKY KiOEpIICHUXOIOTI].

VY nonanpmioMy SIK TEOPETHUHHM, TaK 1 MPUKIAJAHUNA acleKT MOXYTh MaTu
JAOCTI/DKEHHSI 3a3HAYEHUX TMUTaHb IMOAO0 TEPCIEeKTHB PO3BUTKY «IITYYHOI
0COOMCTOCTI» 3 TOYKH 30py METOAOJOTIYHOTO  JOpOOKY  MPUXUIBHHUKIB
byTyprCTUYHOT TEOPii «CHILHOTO MITYYHOTO 1HTETIEKTY.
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