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Anorauis. JlocaimpkyoTbes poOaeMu mepcoHati3allii HaB4aabHOTO MPOIIECY B
ymMoBax LHU(poBOi TpaHchopmallii Ta 3aCTOCYBaHHS CYYaCHUX CEMaHTUYHUX
TEXHOJIOTIM i 11 miaATpuMKHU. Po3rmsmaroTbest iCHYIOUl CTaHAApTH Ta 3aco0u
30epexKeHHs, MONIYKY Ta MOBTOPHOT'O 3aCTOCYBaHHS HaBYaJIbHUX 00’ €KTIB Ha OCHOBI
iX CEeMaHTMYHOIO aHali3y, 10 CHPSMOBAaHUNA HAa PO3POOKY MEPCOHATBHUX HUISIXIB
HABYaHHS BIJMOBIAHO 10 1HAUBIAYaIbHUX MOTPEO CTYAEHTa, HOTO 3HAHb Ta OCBITHIX
mijeil.  3ampomoHOBAaHO  3aCTOCYBaHHS ~ METOJIIB  MAIIMHHOTO  HABYaHHA 3
MIIKPIMJIEHHSAM U1 MOOY/IOBA TMEPCOHATBHUX HABYAIBHUX MUISXIB HA OCHOBI
KOHIICTIIIIi KOMITO3HIII CepBICiB: HaBYAIbHI 00'€KTH IHTEPIPETYIOTHCS SIK CEPBICH 3
napameTpamu sikocTi QoS. Po3po6ieHo MmoaudikoBaHUN METO MATMHHOTO HABUAHHS
Rule-based QoS-based Q-Learning, skuii 3a0e3nedye amanTUBHE BIOCKOHAJICHHS
cTpaTerii BUOOpPY y JAMHAMIYHHUX CEpPEIOBUINAX, 3amo0iraHHs 3allMKIIIOBaHb Ta
HeepekTUBHUX 1. J[OCHIPKEHO MporpamMHy peajizallilo MeToja, MpOoaHai30BaHO
MEPCIEKTUBY TOJAJBIINX JOCIIIKEHh HAa OCHOBI TIMOOKOro (-HaBYaHHS Ta
PO3IIMPEHHS] MEXaH13M1B pOOOTH 3 JUMHAMIYHUMU CEPEIOBUIIIAMU.

KirouoBi cioBa: HaB4aibHUI 00 €KT, MEPCOHATBHUNA HABYAIBHHMA TUIAX, Q-
learning, HaBYaHHS 3 MIAKPITUICHHSIM.

USE OF SEMANTIC TECHNOLOGIES AND REINFORCEMENT
LEARNING IN CONSTRUCTION OF PERSONAL LEARNING PATHWAYS
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Abstract. This study explores the challenges of personalizing the learning process
in the context of digital transformation and the use of modern semantic technologies
that support this process. We consider existing semantic-based standards and tools for
storing, retrieval and reuse learning objects. Their semantic analysis focuses on
construction personal learning pathways (PLPs) accordinf to individual needs,
knowledge and learning goals of students. We propose the application of reinforcement
learning methods for PLP constructing based on the concept of service composition:
learning objects are interpreted as services with quality of service (QoS) parameters. A
modified reinforcement learning method, Rule-based QoS-based Q-Learning, is
developed to enable adaptive improvement of strategy selection in dynamic
environments, prevent looping and eliminate inefficient actions. The study also
represents a software implementation of the proposed method and analyzes prospects
for further research, including deep Q-learning and enhanced mechanisms for handling
dynamic environments.

Keywords: learning object, personal learning pathway, Q-learning,

reinforcement learning.

Beryn. [{udpose ocBiTHE cepenouiie 3ade3nedye TOCTYM 0 BEIUKOI KiTbKOCTI
HABYAJIbHUX PECYPCIB , IKI MOXKYTb OyTH BUKOPHCTaHI JJIsl IEpCOHAMI3aIll] HaBYaHHS
BIJIMOBIAHO /10 1HAMBIIYaJIbHUX OCOOJMBOCTEH CIPUUHATTA iHGOpMaIllii, yrnoaooaHb
Ta PI3HOMAaHITHHX JOJAaTKOBUX 3HaHb Ta HABHUYOK. AJe came KUIbKICTh, 00CHT,
JTUHAMIYHICTh Ta TETePOreHHICTh TaKUX peCcypciB MOTPEOYIOTh 3aCTOCYBaHHS
Cy4yaCHMX CEMaHTHYHUX TEXHOJOTid M aBTOMAaTW3alii MONIyKy, aHaji3y Ta
iHTerpamii  1mux  iHopmayitinux  06’exkmie  (10), 1O  CympOBOIKYETHCS
CTaHIaPTH30BAHUMH METaJaHUMH.

[pornec mdpoBoi TpanchopMmarlii OCBITH BUMarae 4itkoi Gopmaizailii eIeMEeHTIB
€KOCHCTeMHM HaBYaHHS Ta 1i OCHOBHHUX 3aJay JJI1 BUOOPY BIAMOBIIHHUX 1H(OPMALIITHUX

TEXHOJIOT1H 0OpOOKH 3HaHb Ta CTBOPEHHS BIJNIOBITHUX MPOTPAMHHUX PIIICHb.
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AHauni3 jJirepaTypu Ta noctanoBka npoodsaemu. [lepconanizaris napuanns (Groff,
2017) € omHi€O 3 BAXKIMBUX TEHJICHIIIA PO3BUTKY OCBITH BIIPOAOBXK JECATKIB POKIB, SIKa
BUKJIMKA€E BEJIMKY 3alliKaBJeHICTh HaykoBoi crnuibHOTH (Shemshack & Spector, 2020).
Ane mudpoBa TpaHchopmariisi chepu OCBITH 3HAYHO 3MIHIOE BHKJIMKH Ta TEHICHINT
JOCTIKEHb y 111 cdepi, moTpeOyrour OUIBII IMPOKOTO 3alPOBAPKEHHS CEMaHTUYHHUX
TexHoJorii, Data Mining, 00po6ku Big Data Ta eieMeHTIB IITYy4HOTO 1HTEJIEKTY.

Mo>xHa BUOKPEMHTH KiJIbKa PIBHIB TaKO1 MepCOoHaI3allii:

- BUOip MaitoyTHRO1 mpodecii abo cdhepu MIAIBHOCTI SE S, O BU3HAYAE HAOIP

NOTpIOHMX KOMIIETEHLIN {J; }= s Ta BUOIp ycTaHOBU insé& Ins, 10 HAJA€ pEJIEBAaHTHI
ocBiTHI nocinyru Vg dLC @A ns);
- BU3HaueHHS HaOopy HasuanvHux xypcie (Learning Course, LC), siki MOXYTb

OyTH BHMKOpHCTaHi 37400yBadeM Uil OTPUMaHHSA KOMIETEHUIH {g,}=s mi1d se€ S

(3a7eXHO  Bi 3HAaHH Ta HABMYOK 3J00yBada oOcBiTH) {1l GlTakux, 10
V1g,j=1,n3q; € s — el eTal TPaAULIHHO OB’ A3YIOTh 13 TI00YA0BOIO IHOUBIOYATbHOI

ocgimnwvoi mpaekmopii (10T) 3q700yBaya;

- BU3HAUYCHHS TIPUITYCTUMHX TIOCHigoBHOCTeH BuBYeHHs LC Ta BHOIp
ONTUMAJILHOI 3 HHUX JUISI KOHKpPETHOro 3a00yBada (BIAMOBIAHO O HOro
THAUBITyIBHHX ITITIEH, 3M10HOCTEH Ta MOKIIMBOCTEN );

- BUOip BuKiIagada a= Stafifns), cmiBnparis 3 SKMM Ma€ 3a0€3NeYUTH HAaHOTBII

e(heKTUBHUIN HABYAJILHHUM TIPOIIEC;

- BU3HA4YCHHS Ha0opy HaguanvHux 06 ekmis (Learning Object, LO), mo MicTIThH
1H(opMartiro, 1110 HeoOX1THa KOHKPETHOMY 3/100yBavy Jijisi BUBYeHHS rneBHoro LC;

- BU3HAUCHHS 1HJIUBIAyabHOT mochigoBHOCTI BuBYeHHs LO (PLP, (Personal
Learning Pathway) (Chen, 2008) 3 ypaxyBaHHSM HasBHUX 3HaHb Ta HaBUYOK
3mo0yBava JyIst yCHinHoro BuBYeHHs nesHoro LO.

VYci i eranmu moTpeOyrOTh 3aCTOCYBAaHHS 3HAHB SIK IMIOJ0 MPEAMETHOI 00JacTi
(ITpO) naBuanus ta nepruHeHTHHX LO, Tak 1 moao camoro 3100yBadya. Ha Bumux
pIBHSIX mepcoHam3aiii 3700yBady Mae€ OLIbllle MOMKJIMBOCTEH s OCOOMCTOrO

OPUMHATTA pilIeHb BIAMOBIIHO JO BJIACHUX YMOJ00aHb Ta YSABIEHb MPO MaWOYyTHIO
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npodeciiHy JisIbHICTh. AJle HIDKYl PIBHI Takoi NepcoHami3alii MnoTpedyroTh
CTpyKTypoBaHoro ysBieHHs monao [IpO Ta cneuudiky ii BUBUEHHS, MPHUITYCTUMI
MOCTIJOBHOCTI BHMBYEHHS OKPEMHUX JUCIUIUIIH, PO3YMIHHS B3a€MO3B’SI3KIB MIXK
OKPEMHUMH KOMIIETCHITISIMU Ta HABUYKAMH TOIIO, sIKI IOBUHEH MaTH BHUKJIaaad. Tomy
Ha IIUX eTarax MpoIlec MepcoHai3allli HaBYaHHs Mae€ 31HCHIOBATHUCS Y CITIBIpAIll Mixk
3100yBaYeM Ta BUKIIAJaueM.

Caig BiIMITUTH, UI0 3 TOYKU 30py aJITOPUTMIB, SIKI BUKOPUCTOBYIOTHCS TSt
BU3HAYEHHS MIPHUITYCTUMUX ociainoBHocTel BuBYeHH LC ta LO, Hemae mpuHIIUTIOBOT
BimmiaHOCTI Mik BuOOpoMm LO ta LC. Ane onucu LC ta LO He TinbKU Pi3HATHCS
piBaem neram3anii (mis LC me LO Ta ix mapamerpm, a mns LO — xommereHIi
BIJIMOBIAHOTO KYypCy), @ W KUIBKICTIO €JEMEHTIB, 1[0 BHUKOPHCTOBYIOTHCS IS
cmiBcTaBjieHHs: Yy moOyaoBi mocaimoBHocTi BuOOopy LC y IOT, sax mpasuio,
BpPaxoBYIOTb HE OuUIbIlle KITbKOX JecATKiB goctynHux LC, a 3a3Buyaii — 3HaA4yHO
MEHIIIe, a X BX1JHI Ta BUXIJIHI TApaMETPH TEK 0OMEXKYIOThCS JOCUTh y3araaibHEHUMHU
koMmneTeHismu mux LC, Toal sk BUO1p NpUIyCTUMUX MOCHII0BHOCTEN BUBUeHHS LO
IS IEBHOTO KYPCY MOYe MOTpeOyBaTh aHalli3y COTEHb 00’ €KTIB, I KOXKHOTO 3 SIKUX
BX1JHI Ta BUXI1JHI MApaMeTPH MOXKYTh OOUpPATUCA 3 BEIMKOI KUIBKOCTI KOMIETEHIIIH
HIDKYOTO pIiBHS JAeTaiizallii — HampuKIaJ, 3HAHHA OKPEMHX BHW3HAYCHb, BMiHHS
TOBOJUTH TBEPKEHHS Ta TEOPEMH.

LO — me 6a3o0Bi enementu mporiecy HaBuanHi. Koxken LO — me aBTroHOMHA
CYKYIHICTh BIJJOMOCTEH, 10 o00’eaHaHl Ha OCHOBI HaBuanbHOi mum. o LO
BIIHOCATHCS JICKIIMHI MaTepiaiu (SK TEKCTOBI, TaK 1 MYJbTUMEIiHI), TMPaKTUIHI
3aBAaHHS, 3aCO0M KOHTPOJIIIO Ta OI[IHIOBAaHHS OTPUMAHUX 3HAHb Ta HAaBUYOK. OCHOBHA
BiaMiHHICTIO LO Bix iHmmxX tuniB IO — HasBHICTH popMaii3oBaHUX METAOMUCIB, SIKI
BU3HAYAIOTh posib LO y HaBYaIbHOMY MPOIIECI Ta XapaKTEPU3YIOTh X KOHTEHT. [IeBHa
aBTOHOMHICTh JI03BOJIsIE€ TOBTOPHO BUKOpHCTOBYBaTH LO y CKIIaai pi3HUX HABYATIHHUX
nporpaM (Koppi, Bogle & Bogle, 2005).

Jlyist Toro, o6 HaAATH MOKIIMBICTH MOIIYKY Ta MOBTOPHOTO BUKOpucTaHHs LO,
BOHU CYIPOBO/KYIOTBCA METaJaHUMHU, SKI BIJIOOpakalOTh PI3HI aCMEKTH iX

CTBOPEHHSI, TEMAaTHKH, NOCTymy, GOpM TMOJaHHS Ta OCOOJIMBOCTEH 3aCTOCYBaHHS B



186
OCBITHbOMY mporieci. CXeMH METaJAaHuX, M0 BUKOPUCTOBYIOTbCS B PI3HUX
PENO3UTOPISIX, MOXYTh 0Oa3zyBaTHCS Ha PI3HUX 3arajJlbHOBKHBAaHUX CTaHIapTax
MeTaJIaHuX 3aJIeKHO BiJl cnieludiKy Ta i€l CTBOpEHHs peno3uTtopito. [lpu mpomy
MOXXYTh BUKOPHCTOBYBATHCS SIK VYHIBEpCaJbHI CTaHAAPTH OIMUCY METalaHuX
(mampukiaz, Dublin Core), Tak 1 cTangapTH, K1 CTBOPEH1 CHEIIaIbHO caMe JJIsI OITUCY
HaBuasibHUX MaTepiamB (Hanpukiaa, IEEE LOM ta SCORM .

Taki meTamani HO3BOJSIOTH (QopmanizyBaTh BigoMmocTi mpo atpudytu LO
(bopmat LO, po3pobuuk LO, B1acHUK, KJIFOYOBI cIoBa, peneBanTHl LC, TpuBamicTh
BUBUYEHHS, JaTa CTBOpPeHHs To110) Ta mpo LC, sixi BukopuctoByioTh 111 LO (po3poOHUK,
pe3yNIbTYI0Ul Ta BX1HI KOMIIETEHIIIT).

HacTtyrnHoro BaxIIMBOIO MPo0JIEMOT0 y TIepcoHai3allli HaBYaHHS € CKJIaaHIcTh LC
ta TiX LO, 1m0 MOXYThb BHKOPHCTOBYBATHCS [Jsi HOro BUBYEHHA. B 1npoMy
JTOCIDKEHHI MM He aHamizyeMo ckiaaHicte LO s cnpuiHATTS a0 BiJIHOCHY
CKJIQJHICTh MEBHUX Tally3el 3HaHb. MU pO3IJIA1aEMO JIUIIE JBa CTPYKTYPHI aClEKTH
ckimagHocti Takux 10, a came: 1. KimbKicTh 00’ ekTiB (kommeTenIid, LO, iamux LC),
mo € HeoOxigHow yMmoBow BuBUeHHS LO abo LC; 2. KUIBKICTh KOMIIETCHIIIN
(HaBUYOK, 3HaHb), K1 3100yBa4 MOXE OTPUMATH B PE3yJIbTAaTI BUBUECHHS BIAMOBITHOTO
LO a6o LC. Came 1i mapaMeTpu BU3HAYAIOTh OOYHMCIIOBAIBHY CKJIQJHICTH Ta 4ac
noOyZ0BM MOXJIMBUX MapiupyTiB HaBuaHHs. CkiaaHicte LC nNeBHUM YHHOM
KOPEJIIOEThCSL 3 HAOOPOM KOMIIETEHIIH 3700yBayiB OCBITH Ta 3 iX BIKOM — JOpPOCIHI
3100yBayl yacTilie BJOCKOHAIIOIOTh CBill mpodeciiiHuii piBeHb, a HE BUBYAIOTh MIEBHY
cnemianbHicTh “3 Hyns”. KpiMm Toro, gopocni 3100yBadi 3a3BU4ail MarOTh 3HAYHO
O1LIbILINI podeciiiHui TOCBIA Ta BOJIOIIOTH OUTBIINM HAOOpPOM KOMIETEHIIii, 3HaHb
Ta HABUYOK, 1110 CEMAaHTHUYHO NOB’sa3aH1 3 TuMU LC, 1110 BOHM MJIaHYIOTh BUBYUTH (200
xo4a 0 MaroTh 3HAYHO IIUOIIE YSABICHHS PO MOTEHIIIMHI pe3ylbTaTh HaBYaHHS, HIK
3100yBayl OCBITH MOJIOJIIIOTO BIKY).

3anaya nooynosu 10T, siky Bupillye aHaparor (BUKiaaay, o HaBYa€e JOPOCIHX),
Mae Ounblly OOYHMCIIOBAJIbBHY CKIQAHICTh, TOMY HIO MOTpeOye CHIBCTaBICHHS
ckianHimmx 10 — metaonuciB LC ta mpodinis 3100yBauiB. [loTpiOHO reHepyBaTH Ta

MOPIBHIOBATH 3HAYHO OUIbIIMI Ha0lp MNOTEHLIWHO TMPUIYCTUMUX MAapIIPYTiB
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HABYaHHS, K1 MOKYTh OyTH IPE/ICTaBJICHI Yepe3 YaCTKOBO BIOPSIKOBAHI MHOXHHU
LO. Kpim Ttoro, morpioHo Opatu mgo yBaru, mo LO Tta LC, mo wmictatecs y
PETO3UTOPISIX, @ TAKOK YMOBH JOCTYITY 10 HUX, TEK MOXKYTh 3MiHIOBATHCH.

B nmaHomy nocmikeHHI MH BUKOPHCTOBYEMO KOMIIETEHIN] $SIK OCHOBHUM
MexaHi3M  cmiBctaBieHHss IO pi3aux  TtumiB.  Tepmin  “Kommnerenmis”
BUKOPUCTOBYEThCSl Y po3yMiHHI (Rogushina & Priyma, 2017). B sikocTi 30BHINIHIX
JDKEpell 3HaHb 1070 KOMIETEHITIN Ta iX 3B I3KiB MOXKYTh BUKOprcToByBatrcsi ESCO
(European Skills, Competences, Qualifications and Occupations,
https://ec.europa.eu/esco/portal’home) — OararomoBHUI KiIacu]ikaTop HABUYOK,
KOMIIETEHTHOCTEH, KBai(ikaii Ta mpodeciii, Ta 1HII cTaHAapTH, Hanpukiaa, RCD
(ReasonableCompetency Definition) (de-Marcos et al., 2008) i SRCM (Simple
Reasable Competency Mapping) (Lundqvist, Baker & Williams, 2008).

Pe3yabTaTi nocaimkenns. [1{o6 3HaiiTH onTUMallbHy MOCII0BHICTH BUBUYEHHS
LO KOHKpPEeTHMM CTYyJEHTOM, BHKJIagady MOTPIOHO BHUKOHATH HACTYIHI KPOKH
CEMaHTUYHOTO aHAII3Y :

- MoO0yAyBaTH MHOXKUHY KomrieTeHIi# s LC, 1110 moAiIstoThCs Ha IBI TPYIH —
BX17HI (Ti, 1m0 HeoOXximaHi mius BuBYeHHS LC) ta BuxigHi (Ti, SKi € pe3yJabTaTOM
BuBYeHHS 11bOor0 LC): caMe eleMeHTH 11i€i MHOKHHH BUKOPHUCTOBYIOTHCS JIJISl OTHACY
LO, mo mnepTUHEHTHI KypcCy: IJid IIbOTO MOXYTh OyTH BHKOPHCTAaHI 30BHIIIHI
kinacudikaropu xkomneteHIid, taki sk ESCO, anme Bukiagady moTpiOHO BimiOpaTw
TIJIBKY T1 KOMIIETEHII11, 1110 TOTPiOHI /1t KoHKpeTHoro LC;

-Ha OCHOBI aHamizy MeragaHux LO, iX KIIOYOBHX CIiB, CTPYKTYPOBaHHUX
aHoTariii Tomo TOOyAyBaTH BXIiJHI Ta BHUXIJAHI KOMIETEHI] IJs KOXHOTO
peneBantHoro LO 3 11p0ro Habopy (MOXKyTh OyTH Bukopuctani RDF-onucu, enementu
CTaHJIapTiB, CEMaHTUYHA PO3MITKA TOLIO);

- BU3HAYUTH Ha0lp KOMIIETCHINN CTYyJeHTa, I SKOTO TEHEPYEThCS IUIaH
HaBYaHHS,

- moOyyBaTH MPUITYCTUMI TOCIITOBHOCTI BuUBYeHHs LO, nme mis BHUBYCHHS

KOKHOTo HacTymHoro LO cTyaeHT MOBUHEH MaTd BCl HMOro BXIIHI KOMIIETEHIII],
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OTPUMABIIM iX B pe3yibTaTi BUBUYEHHA momnepenHix LO abo 3 BmacHOro M0CBiAy 10
MOYaTKy HaBYAHHSI.

3 TOYKM 30py KOMIIETEHTHICTHOTO TiAXOAy Oyab-Ske HaBUYaHHS MOXKeE
pPO3IMIISIIATUCA K TPOIEC PO3MIUPEHHS HA00pY KOMIETEHI TEBHOI 0coOu abo
KOJICKTHBY. BakIiBO 3BEpHYTH yBary, 1o MpH I[bOMY PO3IIISIAETHCS HE BECh HAOIp
KOMIETEHIN, a TUThKM Ta HOro MiIMHOXKMHA, IO TepTuHeHTHa meBHoMy LC.
BinnosigHo 10 cneuudiku Kypcy Ta TeTeporeHHOCTI MOTEHIIHHUX CTYIEHTIB MOXKYTh
3aCTOCOBYBATHUCS Pi3HI HAOOPH KOMIIETEHIIIH, K1 0a3yIOThCS K Ha HAI[IOHAIBHUX Ta
MDKHApOJHHUX CTaHJAApTax OMUCY KOMIIETEeHIIH, mpodeciii Ta kBamidikamii (OUTbII
XapakTEepHO IJIs1 (OPMaIbLHOTO HABYAHHS), TaK 1 HA PI3HOMAHITHHX BHYTPINTHIX
npaBWiax CHUTBHOTH (OUTBIN XapaKTepHO i1 HehOpMaIbHOTO Ta 1HPOPMAIHHOTO
HaBuaHHA). Kpim Toro, BUKIIagad MOKe CaMOCTIHHO MOMOBHIOBATH a00 3MEHIITYBATH
el Ha0ip KOMIETEHIIIMH.

[Tpumipom, SIKIIO BUSBIISIETHCA, IO HE BCl CTYJEHTU MAalOTh JIOCTATHIM piBEHBb
PO3yMIHHS BCIX THX MPUPOIHUX MOB, SKMMHU BHUKJIaJIeHO KOHTeHT LO, TO AOIIBHO
J0JaTH HEOOX1THUI piBEeHb PO3YMiHHS MEBHOT MOBH st KoskHOTO LO. e mo3BonuTh
BiOMpaTH /st KoKHOTO cryAeHTa LO TumMu mMoBamw, siki BiH 3Ha€. [IpoTuinexHwmii
BapiaHT — MIJBUIICHHS KBaji]ikarii rpynu ocid meBHOI cHeliagbHOCTI (TOOTO BOHU
MarTh TIEBHUN HAOlp KOMIIETEHINI), 1 TO/1 BUAAJICHHS IIUX KOMIETEHIIIN 3 BX1THUX
yMoB LO 103BOJIMTH 3MEHIIUTH Yac TONIYKY MEPCOHATBHUX MIJISX1B HABUYAHHS.

Stle{C, ) = Cou), e lo — LO, {C;,} — MHOXHMHAa KOMIIETCHLIH, SKI

000B’s13K0BO  TOTpeOye 3m00yBad A0 TodaTtky BuBYeHHsS lo; {C_ .} — MHOXXHHA

out
KOMIIETEHIIi 3100yBaua micas movarky BuBueHHs lo, {C, lc C_ .} VY
IIEPCOHAJII30BAaHOMY HaBYaHHI JOAETHCS JOIATKOBUI napameTp
St,(leldc {C, }U {C_,.}, 110 XapaKTepu3ye HasiBHI KOMIIETEHIII] 3100yBaya le LE
.Sxmo Jce €, }eg St (Leld, To 3100yBay Mae HENOCTATHIM HaOlp KOMIIETEHIIN

U151 TOTO0, 11100 BUBYATH NneBHUM Kypc. Skmo dce {C .} ¢€ St (Lgld (3m100yBau Bxke

Mae€ TeBH1 Pe3yNbTyH04l KOMIETEHIIIi Kypcy), To oro PLP Moxe OyTtu ckopoueHwuii.
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Buknamad moxxe 3m00yBaTu i BigomocTi 3 Meraganux LO y pemno3utopisx
(manpuxnan, y popmarti RDF-tpiitok “LO-Bxigni nani-komneteris” Ta “LO-Buximni
JaHI-KoMIeTeHIis”) abo 3 1HIMX JDKepesl, ajie Ma€ IHTEerpyBaTH iX 3 HaOOpoM
KOMIIETEHII# Kypcy, ans sikoro notpiono creoproBatu PLP (Rogushyna, & Gladun,
2024b).

Mu npomoHyemMoO IS aBTOMAaTH3allii IBOTO TPOIECY BHKOPHUCTOBYBATH
IHAMBIAYaldbHI  BIKIpEMO3UTOPii, 1m0 OyAYIOTbCI Ha OCHOBI CEMAaHTUYHOTO
pO3IIMpeHHs BikiTexHoyorli. B TakoMmy Bumaaky i mobymoBu HabopiB LO 3
BIJIMOBIAHUMH BJIACTUBOCTSIMH MOTPIOHO CIMIOYATKY BHECTHU JI0 PEMO3UTOPII0 MOTPiOHI
00’€KTH, CTBOPUBIIH BiJIMOBIAHI BIKICTOPIHKH, Ta MOOYAYBAaTH X METAOMUCH (B SIKOCTI
TEr1B CEMaHTHYHOI PO3MITKM BHUKOPUCTOBYIOThCS KomreteHiii LO), a mortim 31
cropinku LC BukonyBatu BOynoBani 3anutu (Rogushina & Gladun, 2024b).

Takui1 3a1IUT MOYXKE MAaTU HACTYITHUM BUTJISI:

{{#ask:

[[KaTeropia:LO]]

[[LC::{{{PAGENAME]]
[[Language::Ukrainian]]

[[Pik po3po0bku::>2020]] [[QocTyn::>Free]]
|?Input competence

|?Output competence

|?Pik po3pobku

|?Definition

[format=broadtable |link=all |headers=show [searchlabel=...|class=sortable wikitable smwtable }}

B pe3ynbraTi BUKOHAHHS 3aMUTy T€HEPYEThCS TaOJIUIS 3 MOJISIMU, 10 BU3HAYEH]
y 3aluTi, sfKa MICTUTh akTtyaabHuil omuc LO y penosurtopii. Baxmupo, mo mms
cTBopeHHs nepeniky LO A HOBUX KypcCiB JOCTaTHBO MPOCTO AOJABATH LEH KO 10
cropinkun LC 6e3 3min (puc.l). BaxmmBo, mo cepemoBuiie Semantic MediaWiki
J03BOJISIE KOHBEPTYBATHU pe3yibTaTH ceMaHTHUHMX 3anuTiB y RDF, 1 11e 3a0e3neuye
JOJATKOBI MOXIIMBOCTI iX BHUKOPHUCTaHHA B IHIIMX 3aCTOCYHKax. AHAJIOTIYHO
BUKOHYEThCS IOIIYK KomneTeHliil nesHoro LC.

[Ipuknagom Ttakoro pemno3utopito € ActiveBook, 1mo mgo3Bosise 30epiraTu

BIJOMOCTI IIOAO MaTepiajiB 3 BIOIKPUTHX CTPYKTYypoBaHUX pkepen (6i0mioTek
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YHIBEPCHUTETIB Ta AOCHIIHMIBKUX 1HCTUTYTIB, peno3utopiiB LO, kopmopaTuBHUX
nopraiiB). CeMaHTHYHa pO3MITKAa pecypciB 0a3yeTbCs HAa OHTOJOTII OCBITHIX
pecypciB, IO IHTETPyE CTaHAAPTH CXE€M MeETaJaHuX [JIsi OCBITHIX pPECypciB Ta
3a0e3neuye iHTeponepadenbHICTh KOHTEHTY. CHUCTeMa MICTUTh PO3LINPIOBaHUM HaOIp
mabJIOHIB, Kl OMHUCYIOTh CTPYKTYypy pi3Hux TuniB LO, miaTpumye MOIIyK Ta
CHIBCTaBJICHHS Ha CEMAaHTHYHOMY piBHI Takux ckiaamgHux [0, sk «[ligpydHuK,

«CrnemniansHicTh», «Kommerenmis» Tomo. Crucrema pearioBaHa Ha OCHOBI Semantic

MediaWiki.

CeMaHTHYHI BJIACTUBOCTI

3HalAeH] 3a 3aIIUTOM ) .
ctopiHok LO y 3anuti

cropiaku LO

Z & Pik & Bxig & Buxig
Advanced Programming 2022 Basic Mathematics Programming theory
Theory&Python Programming theory Python Knowledge
Advanced Python Knowledge 2023 Python Knowledge Advanced Python Knowledge
Basic Mathematics 2011 Basic EespElETElEs
Calculus Knowledge 2014 Basic Mathematics Calculus Knowledge
Data Science 2020 Machine Learning Knowledge Data Science Expertise
Linear Algebra Knowledge 2016 Basic Mathematics Linear Algebra Knowledge
Machine Learning Knowledge 2020 Basic Mathematics Machine Learning Knowledge
ML Basics 2021 Basic Mathematics ML Basics

Probability Knowledge 2012 Basic Mathematics Probability Knowledge

Programming theory 2014 Basic Mathematics, Programming theory

Python Knowledge 2020 Python Knowledge

Programming ]
3Ha4YEHHSI CEMaHTHYHUX
BJIACTUBOCTEH cTopiHOKk LO

Puc.1. IlTomyk Bnacrusocreil LO y peno3uropii ActiveBook

BaxxinuBoro nmepeBaroro Takoro TEXHOJIOTTYHOTO PIIIeHHS € Te, 110 Toi camuii LO
MOke OyTH CEMaHTUYHO PpO3MIYEHHHM pI3HUMH BHUKJIAJadyaMy BiJIMOBIAHO [0
ocobnuBoctert pizHuX LC, 1 111 e1eMeHTH PO3MITKH He OYyIyTh KOH(MIIKTYBAaTH MiX
co0010, a, HaBMaKH, MOXYTh BUKOPUCTOBYBATHCS CHUIbHO. KpiM TOro, BUKOPHCTAaHHS
BIIKPUTOTO TMPOTrpaMHOIo 3abe3leueHHs Ta BIAKpUTUX ¢opmaTiB 3adesneuye
MOBTOPHE BUKOPUCTaHHS 3HAHB 11010 CTPYKTypHU Ta npuszHaueHHa LO Ta Bignosigae

npunnunam FAIR (Jacobsen et al., 2020).



191

Bukxopucmanns mawunnoeo naguanus 01s nobyooeu PLP

[Ticast Toro, sk BuU3HAyeHO yMOBU BUBYeHHS LC, pe3ynbTyrodl KOMIIETEHINi
KypcCy, HasgsBH1 KOMIIETEHIII] 3/100yBaya Ta XapakTepucTUKu HasiBHUX LO, 1110 MOXKYTb
OyTH BUKOPHCTaHI B IpoIleci HaBYaHHs, NOTpiOHO moOynyBaTi PLP — mocnigoBHicTh
TOTO, SIK CTYJIEHT Oyne 3a00yBaTu 3HaHHS Ta HaBU4Ykd 3 nux LO. Ilpomnonyerbcs
BUKOPUCTOBYBATH 151 11boro iHTepnpeTaiio LO sk cepiciB (Uc-Cetina et al., 2015),
a mooynoBy PLP — sk reHepariito KOMIIO3UTHOTO CEPBICY 32 BU3BHAYEHUMU BUMOTAMH
(I'pumanoBa & Porymmuna, 2024b). Ile no3BoJisie abcTparyBaTucs BiJ OKPEMHUX CXEM
ta crangaptiB onucy LO ta LC B pi3HHUX PENoO3UTOPISX, a TAKOX OLIbLI (POpMaIbHO
aHali3yBaTh KpuTepii Ta OOMEXKEHHS Ha NOOyIOBY HaBUYaJIbHOIO MAapIIPYTy,
BKJIFOYAIOYH ITOCIIIOBHICTh HABYAJILHUX 00'€KTIB, 3aJICKHOCTI MIDK HUMH, BUMOTH 10
MOTIEPETHIX 3HAHb, TAPAMETPHU SKOCTI HABYAHHS, TaKi SK 4aC OCBOEHHS, CKIIAIHICTB,
BapTICTh Ta ajanTallis 10 NoTped CTyaeHTa.

KosxeH cepBic BU3HAYAETHCS: BXOJAaMH — MHOKMHOKO BXI1JTHUX TMapaMeTpiB (sIKi
AaH1 HeoOX1/IH1 JAJIsl BUKJIMKY CEpBICY), BUXOAaMH — MHOKHHOIO BUX1HHUX PE3yJIbTATIB
(K1 pe3ynbTaTH BIH TMOBEPTA€E IMICIsI BUKOHAHHA); (YHKIIIOHAJIOM 3 MEPETBOPECHHS
CEepeloBUIlla Ta MHOXHHOIO TapameTpiB skocmi  obcayeosysanns  (QoS).
Komnozumnuii cepgic CTBOPIOETHCS IIISXOM IMOEJHAHHS 1HIIMX CEPBICIB B TMEBHY
MOCIAOBHICTh JIJI1 JIOCATHEHHsSI TeBHOI MeTu. Komnoszuyis cepgicié — 1ie TIONIYK
MOCIIIIOBHOCTI BUKJIMKIB CEPBICIB (Mapuipymy), e BXiJl KO)KHOTO HACTYITHOTO CEPBICY
BIJIMOBIAA€ BUXO0/aM TOMEPEAHIX CEpBiICIB a00 MOYATKOBOMY CTaHy, sKa 3a0e3reuye
JOCSITHeHHSI ITBOBOTO cTany. LO MOKHa pO3IIIAIaTh SK CEPBIC, 1€ BXOAM Ta BUXOIU
— ne xommnereHuli BianosigHoro LC, a QoS — mapamerpu sikocti HaByaHHs LO. Toxi
PLP — 11e kOMIo3uTHHMIA cepBic, 110 BPaXOBYE PIBEHb MIATOTOBKHU CTYJEHTA 1 BU3HAYAE
MOCJTIIOBHICTH WOTO fi# 3 BuBYeHHS LO miist 3mo0yTTs kommerenii LC.

Mammunne HaB4aHHs (Machine learning, ML) 3 miakpituienasm (Reinforcement
Learning, RL) (Zhao et al, 2016) — 11e miaxia 10 HaBYaHHS areHTIB, SIKI B3aEMOJIIIOTH 13
CepeOBHUIIEM TS 3HAXOKCHHS ONTUMAJIBHOT CTpaTerii /il 4epe3 OTpUMaHHS JTOCBIY.
Acenm (aBTOHOMHA CYTHICTb, sIKa NpUKAMaEe pIIICHHS) aJaNnTye CBOK TOBEIHKY,

0a3yrounch Ha BHHAropojax 3a BUKOHAHHS MEBHUX i y BIAMOBIAb HAa 3MIHY CTaHy
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cepenoBuita. Cepedosuiye — IPOCTIP, B SKOMY (PYHKITIOHYE areHT, 0 CKIAJAEThCS 31
CTaHIB 1 JIiii, SIK1 ar€HT MOK€ BUKOHYBATH JIJIs1 TIOCATHEHHS 33/1aHOTO IIJTbOBOTO CTaHY, Ta
BU3HAYa€ MpaBujia, CTaH CUCTEMH, MOXJIMBI JIIi Ta BUHATOPOIM 3a 11l Aii. Bzaemoolia —
MIPOIIEC, 32 TOTIOMOTOIO SIKOTO areHT BUBYAE CEPEOBHUIIE: OOMPAIOYH i, BIH OTPUMYE
3BOPOTHHH 3B'SI30K (HAropo1y) Ta MepexouTh 10 HOBOTO CTaHY.

Cmanu — 1e KomOlHalii JOCTYNMHUX BXIJIHMX 1 BUXIAHUX MapameTpiB, SKi
3MIHIOIOTHCS B 3aJI€KHOCTI BiJl BUKOHAHUX CEpBiCiB. MHOKHHA BC1X MOKJIMBUX CTAaHIB
YTBOPIOE TIPOCTIpP CTaHIB, y SKOMY BUIUISIOTH HOYAMKOBUU Ta YilbOBUll CTaHHU.
Ilomounuii cman acenma XapaKTEpU3YEThCS HASBHUMH BXITHUMH Ta BHUXITHUMU
JTAHUMU, JOCTYITHUMU areHTY TICJIsl BUKOHAHHS TIEBHOTO CEPBICY. Y pa3i JOCITHEHHS
IiTbOBOTO CTaHy €Mi307] 3aBEPIIYETHCS, 1 areHT OTpUMYyE BHHaropomay. /i — 1e
CEpBICH, K1 MOKE BUKIUKATH areHT, 3MIHIOIOUH MIOTOYHUIA CTaH CepeoBUIA. ATCHT
IIyKae MHOXXHHY MapHIPYyTiB, SIKi 3a0€3MedyoTh TMepexiJ 3 MOYaTKOBOIO CTaHy B
IiTbOBUH, Ta OOUpAE 3 HUX ONMUMATbHUL, BAKOPUCTOBYIOUYH 3HAYCHHS MapaMeTpiB
QoS cepgiciB y ckIaai MapuipyTy.

Ocobnusocmi ma nepesazu Q-learning

Q-learning (Jang et al., 2019) — onuH 13 kiacuyHux anroputmiB RL s momryky
ONTUMAJILHOI TIOJITUKU J1H areHTa B CEpeIOBHINI 0e3 HEOOXI1THOCTI MOMEePEeIHBOTO
3HaHHA cepenoBuila. Meros mpaiftoe Ha ocHOBI Q-TabuIIl, SIKa OI[IHIOE KOPUCHICTD
Q (s,2) KOXKHOT MOXKJIMBOI 11 @ Y KO)KHOMY CTaHi S, BpaXOBYIOYM BUHATOPOJIU 1 OLIIHKY
HaWKpaIuX MOKIIMBUX J1 Y HACTYITHOMY CTaH1, 00 MaKCUMI3yBaTH TIOBIOCTPOKOBY
BUHaropoay 3a benmanom (Barto & Sutton, 2015). Jlns 6aancy Mix JTOCITIIKEHHIM
Ta BUKOHAHHSIM 3HAWICHUX /1 BUKOPUCTOBYETHCS £-)Kai0Ha CTpaTerisi.

Q-learning po3paxoBy€ MUTTEBY BHHArOpOAY I, SIka BH3HAYAE€THhCA HA OCHOBI
BUKOHAHHS KOHKPETHOI /i1 a 'y cTaHi s (1 3a JOoCSIrHeHHS 11111, -1 3a HenmpaBUJIbHY JI110).
Mu nponoHyeMo NI pO3paxyHKy BHHAropoiu BHUKOPHCTOBYyBath mapameTpu QoS,
BpPaxoBYKOUYHN HEOOXITHICTh X MakcUMI3allli a0 MiHiMI3aIlli, 16 BUHATOPO/1a 3aJICKUTh
Bl mapameTpiB QoS (SKOCTI cepBicy), LIIBOBOI (PYHKIII ONMTHMMI3allii OKpPEeMOro
napamerpa QoS (MiHimizamii abo wmakcumizaiii), Ta TI00aTbHUX KOE(IIIEHTIB

BOXJIMBOCTI, IO JIO3BOJIIE BpPaxoBYBaTH €(PEKTHBHICTH OOPAHOIO INUIAXY O1IBIIT
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KOPEKTHO 1 HAONMXEeHO A0 pealbHuX yMoB. [Ipum IIbOMy BaXJIMBICTH KOXHOTO
rnapamMeTpa BH3HAYAETHCS TIO0ATPHUMHU BaroBumu koedirientamu QoS. VYV 3amaui
noOynosu PLP mu BukopuctoByemMo HacTyrHi Q0S: BapTiCTh, TPUBAIOCTI HABYaHHS,
peittunar LO (Ha0ip mapameTpi MOke BapiroBaTUCS 3aJI€KHO BiJl BUMOT 3aja4i). AT€HT
3HAaXOJUTh MapHIpyT 3 ONTHUMATbHUMHU QOS IiIBOBOTO cTaHy (MaKCHMaIbHUM
PEUTUHIOM 1 MIHIMAJIbHUMH BapTICTIO 1 TPUBAIICTIO), BUKOPHUCTOBYIOUHM (opMyITy

PO3paxyHKy BUHATOPOIH:
n
R(sg)=2w *5(s5)-1, (1),
=1
Ie CTaH S€ S, i a€ A, w, — Bara i-ro napamerpy QoS 3HaueHHs BUHATOPOIU
3a CTaH s Ta [0 a, I (S3)— HOpMaJli30BaHa OL[IHKA BUHArOPOJM, sIKa BU3HAUAETHCS HA

OCHOBI 3Ha4YeHb napameTpiB QoS.

Mu npononyemo HacTynHy Moaudikariiro Q-learning:

Junamiunuii eubip i aoanmayis Oili: areHT BU3HAYA€ TOCTIJOBHICTH JIii,
BpaxoBytoun crnernudiuni napamerpu QoS 3ale’kHO Bij MOTOYHMX CTAHIB areHTa Ta
BpaxoBYIOUH KOMOiHallii BXOA1B-BUXOAIB KOXKHOTO CEPBICY, 110 AO3BOJISIE 3MIHIOBATH
BUOIp 11 B peaIbHOMY 4acl.

Oyinxa sixocmi cepsicig uepes QoS: napametrpu QoS THYUYKO 3aCTOCOBYIOTHCS (3
ypaxyBaHHSM KOE]IIIEHTIB X BAKIUBOCTI) MPU PO3PAXYHKY MUTTEBOI BUHATOPOAH —
KUIBKICTh TTapaMeTpiB He € (DIKCOBAHOMO, iX 3HAYEHHSI MOXKYTh OyTH HOpMaJsi30BaHi, a
KOKEH TTapaMeTp Ma€ CBOIO IUITLOBY (PYHKITIFO ONITUMI3AIli.

Mexanizmu 3anobicanns HeegpekmusHux Oiul: 3am00ITaHHs 3aI[UKIIOBAaHHS Yepes
0oOMEXKEeHHSI KUIBKOCTI KpOKIB 0€3 Tporpecy s YHUKHEHHsI TIE€TJIEBUX CTaHIB;
00poOKa TYNMUKOBUX 1 HEMEPCICKTHBHUX CTAHIB — SIKIIO JKOJHA Jisl HE BEAE [0
NOJANBIIOTO PO3BUTKY, CTAH BBAXAEThCS TYNMUKOBHM, a areHT OTpUMYeE ITpad;
aBTOMATHU3allisl MapaMeTpiB HaBYaHHS — BPAXOBYIOUM pO3MIp BXIJHMX JaHUX Ta
CKJIa/IHICTh CepeJOBHIIA, aBTOMATUYHO BU3HAYAIOTHCS TaKl MapaMeTpH, K KUIbKICTb
eMi30/11B (3aJIeXKHO BiJl PO3MIpy TaOJMIIl CTaHIB 1 CKJIAIHICTI 3aBJIaHH: ), OOMEKCHHS
Ha KUTbKICTh KPOKIB (3aJI€KHO BiJ CEPEIHBOI TOBXKUHH MApUIPYTY), KIIbKICTh KPOKIB

6e3 mporpecy, rinepmapamerpu Q-learning Ta MBUAKICTH HABYAHHS.
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Mooudghikayis eunacopoou: 3actocoByeTbes (yHKIis BuHaropomu (1), ska
BUKOPUCTOBYE 3HaUeHHs QoS.

3anpononoBadi Moaudikamii Metony Q-learning (I'pumanoBa & Porymmza,
2024a) He nuIIe JO3BOJISAIOTH areHTy 3HAXOAUTH €(EeKTHBHI MapuIpyTH, aje W
3a0€e3neuyoTh aJanTUBHE BJOCKOHAJIEHHS CTpaTerii BUOOpY Ha OCHOBI 3BOPOTHOTO
3B’SI3Ky Y JAMHAMIYHUX CEPelOBUIIAX, J€ XapaKTEPUCTUKU CEPBICIB MOXKYTh
smiHioBatucs. Lleit meroxn, skuil momoBHIOE Q-learning mpaBuiaMu 3amoOITaHHS
HeePEeKTUBHUX il Ta ypaxyBaHHSM SIKICHUX XapaKTEpUCTUK cepriciB QoS, mu
HazuBaeMo R-QoS-Q-Learning (Rule-based QoS-based Q-Learning).

Excnepumenmanvre docniosxcenusn R-QoS-0Q-Learning

[Ilo6 mocmiaWTH BIACTUBOCTI Ta IIBUJIKICTH poOoTHanroputMy R-QoS-Q-
Learning, cTBopeHa ioro mporpamHa peamisailis MoBoro Python ta 3renepoBanmii
HaOip 3 1029 cepricie LO. Exkcnepumer mokazaB, mo yac BUkoHaHHS RQoS-Q-
Learning 3anexuTh BiJl AKOCTI BXIJHUX JaHUX — KIJIbKOCTI BHU3HAYEHUX CTaHIB 1
ICHYBaHHSI MOKJIMBUX MapUIPYTiB, Ta KUTBKOCTI BUOPAHUX JJI1 HABUAHHS €M130/11B (4ac
dhopmyBanHs Tabmumik: Bia 1.4 ¢ nisa 560 craniB 1o 197.4923 ¢ nna 25913 craHiB; yac
BuKkoHaHHS: Bix 2.5 mo 114 ¢ mus 40000 emizoni) (Puc.2.A), Ta mpoIeMOHCTPYBaB
BUCOKHUH piBeHb sikocTi moOyaoBanoro PLP. TectyBanHs BukoHyBajgoch Ha Macbook
Pro (Apple M1 Pro 3 16 I'6 mam 'siti1). ['padik momumnku pi3uuti B yaci (Puc.2.b) Error
(Temporal Difference Error, TD) mpu pob6oti Ha TectoBoMy Habopi manmx 3 1029
cepBiciB LO moka3ye, 0 aaropuTM TMOCTYIOBO BUYMTHCS aJanTyBaTHCS [0
3aMpONOHOBAHOTO CKJIAJHOTO CEPEOBHILIA.

KpuBa naBuanus mpu po6oti R-QoS-Q-Learning (Puc.2.B) imoctpye mporec
HaBYaHHS areHTa 3a jgonomoroto Q-learning. Ha mouarky HaBYaHHsS BHHAropoja €
HEPIBHOMIPHOIO 1 HHM3BKOIO, aje 0e3 3HAYHMX KOJMBaHb, 110 CBITYUTH MPO (azy
JOCIIKEHHS, KOJIM areHT BUBYA€ CEPEOBHUIIE. 3HAUEHHS BUHArOpOJU CIOYATKy
30UIBIIYETHCS, @ TOTIM CTA01TI3YETHCS, IO MIATBEPHKYE €(hEeKTUBHICTh HABYAIBHOTO

MpoHuecCy arcHra.
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Yci 3uaiipeni mapwpyTw (BigcopToBaHi 3a cnuckol
MapuwpyT: ('High_Maths', 'Advanced_Programming
Bunaropoga: 27.0173 QoS: BapticTb (rpH): 2301
MapuwpyT: ('Linear_Algebra', 'Calculus', 'Hi
Bunaropoga: 50.4010 QoS: BapTicTb (rpH):
MapwpyT: ('Linear_Algebra', 'Calculus', 'Hi
BuHaropopa: 30.0457 QoS: BapTicTb (rpH):
MapuwpyT: ('Linear_Algebra', 'Calculus’', '

Kpysa Haviariks (Q-learning)

s Ha 18 enisoni
uHaropoga 3a Enisonamn

BuHaropopa: -0.2104 QoS: BapTicTb (rpH): 82
MapuwpyT: ('Linear_Algebra', 'Calculus', 'Hi
BuHaropopa: 24.6791 QoS: BapTicTb (rpH):
MapuwpyT: ('Linear_Algebra', 'High_Maths', 'Ad)
BuHaropopa: 24.7267 QoS: BapTicTb (rpH):

Bcboro 3HalpeHo: 6 MapwpyTis

5000 10000 15000 20000 25000 30000 35000 40000
Enisonm

NouyaTkoeuit ctaH: ['Basic Mathematics']
Uinboei Buxogu: ['Machine Learning Knowledge']
KinbkicTb cTaHiB: 560

KinbkicTb anbTepHaTuBHuX cepBiciB: 1029 Momunka pisHMUi B Yaci (TD Error) (Q-learning)

Yac dopmyBaHHA Taby 61 CeKyHp

Haiikpauwmii dnoy: ('Linear_Algebra', 'Calculus’
CymapHa BuHaropopa: 50.4010 QoS: BapticTtb (rpH 5
Yac BUKOHaHHA: 93.0581 ceKyHp

0 5000 10000 15000 20000 25000 30000 35000 40000
Enizoan

Puc.2. PesyabraTtn po6otu R-Qo0S-Q-Learning Ha TectoBoMy Hadopi 1aHux

3 1029 cepsicis LO

BucnoBku. IIpoBeneHi eKCHEpUMEHTHM BHSIBHIM, IO 3alpONOHOBaHA
Moaudikaiis BrockoHamoe Q-learning, ane 3anuinae aeski MpoOJIeMU: CKIAJHICTh
HaJallITyBaHHS  TimeprmapaMeTpiB  Juisi  crabum3zamii  mporecy  HaBYaHHS,
MaciTadyBaHHs JUisi pOOOTH 3 BEJIMKUMH JAaHUMHU Ta Y JUHAMIYHUX CEpPEIOBUINAX,
notpedy y npumBHALIeHH] 00uucienb. Tomy npononyetbes gociaiautu metoa Deep
Q-Network (DQN), sikuit moeanye Q-learning 13 MOKIMBOCTSMHU TITMOOKOTO HABYAHHS
JUTSL TIOKpAIIeHHS MPOyKTUBHOCTI Ta MacIITabOBAHOCTI, Ta PO3POOUTH THCTPYMEHTH
aBTOMATHU30BAHOTO 0araTOKpUTEPiaIbHOTO HAaJNAIITYBaHHS TileprnapamMeTpiB Ha
ocHoBi MetoiiB Grid Search, Random Search, Bayesian Optimization.

Metroqu RL, 3okpema Q-learning tTa DQN, € mepcreKTUBHUMU MiIXOAaMU ISt
aBromaTn3oBaHoi mooOymoBu PLP, 3a0e3neuyioun iX aJanTWBHICTh, THYYKICTH Ta
y3araJlbHeHHs 3HaHb Ta JAl0Th 3MOT'Y THYYKO a1aliTyBaTHCS JI0 CEPEAOBUINLA 1 BpaXOBYBATH
pi3Hi mapametpu QoS. Aje ix ycrminmHe 3acTOoCyBaHHS MOTpeOye po3B’si3aHHs MpoOIeM
JIOBIUX €Mi30/IB 1 €()eKTUBHOCTI HaBYaHHSI, ONITUMI3AIli OajlaHCy MK JOCIHIPKEHHSIM Ta
eKCIUTyaTalll€r0 Ta BJIOCKOHAJICHHS POOOTH 3 OaraTOKpUTEpiabHOIO onTuMizarieto. J1is

IILOTO TUTAHYETHCS JOCTIIUTH MOXKIIMBI METOAM ONTUMI3AIli 1 cradumi3armii mporecy
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HAaBYaHHS IIUIIXOM JIOJIaBaHHS MpaBUJl, 3aCO0M aBTOMATH3allli mI0opy rineprnapamerpis,
nependoaunTi crnocoOn MacmraOyBaHHs, HAOMM3UTHCH 10 POOOTH y AWHAMIYHOMY
cepenoBUII 0e3 BTpaTH 3HaHb Ta 3a0e3MeunT MOIU(IKaIII0 MOJITUKY B pEATLHOMY Yacl
npu nossi HoBux LO.
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