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USING AI-BASED TOOL MORPHCAST TO IMPROVE STUDENT ATTENTION
AND ENGAGEMENT IN ASYNCHRONOUS LEARNING

Abstract. With online education's growing popularity, the quality assurance of the student learning
process at a higher education institution has become particularly relevant. One of the key aspects of
successful and effective online learning is maintaining a high level of student attention and
engagement during various learning activities. This article explores the potential of exploring the
possibilities of artificial intelligence (Al)-based tools to increase students' attention and engagement
during asynchronous learning, namely by watching a video developed and integrated by the teacher
into the e-learning course resources. In particular, the possibility of using the MorphCast Al tool to
optimise pedagogical strategies in higher education to provide personalised feedback on students'
attention levels and engagement during asynchronous learning. MorphCast Al, using artificial
intelligence algorithms, analyses student behavioural data and provides teachers with valuable
insights, such as emotional analytics, to improve the learning process. Such data allows teachers to
promptly detect the general dynamics of decreasing student attention and engagement, as well as
individual students who have particular difficulties with the perception of educational content, and
provide them with personal support. The study was conducted as part of the academic practice in
Information Technology for 1st-year students with a bachelor’s degree in information technology,
specialising in Software Engineering, Computer Science, Computer Engineering, Cybersecurity,
Information Protection, Information Systems, and Technologies. As a result, it was concluded that
the integration of MorphCast Al allows taking into account the emotional state of students, their
attention and engagement in the learning process, providing a more individualised and adaptive
educational experience for participants in the educational process.

Keywords: emotional state; attention; engagement; emotional analytics; MorphCast Al service;
learning management systems (LMS)
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1. INTRODUCTION

The problem statement. The rapid development of artificial intelligence technologies
opens up new opportunities for optimising the learning process in asynchronous online courses.
Artificial intelligence (AI) in online education has great potential to radically change the
learning process and increase the productivity of participants in the educational process [1].
Asynchronous online courses are becoming increasingly widespread in higher education, which
requires closer interaction between participants in the educational process [2]. O. Berestok [3]
studied two main modes of e-learning - synchronous and asynchronous and compared their
strategies, methods and goals. The author analysed the advantages and challenges of each
approach, as well as the impact of these interaction formats on the effectiveness of the learning
process. In this study, the author proposes using asynchronous learning in modern conditions
as the primary type of learning, as it is more flexible and allows you to learn at a convenient
time and anywhere. According to the study by M. Fadhilah et al. [4], both synchronous and
asynchronous online learning methods have their advantages, but asynchronous learning
promotes greater autonomy of students, provides flexibility and individualised pace of learning
content. Providing fast and effective feedback through technical support based on interactive
student content and improving communication are key aspects of asynchronous online
interaction [5].

Al-based tools are essential in education, providing personalised learning experiences for
students and automating routine tasks. Adaptive learning systems, such as Knewton, Smart
Sparrow, etc., allow students to analyse their progress and adjust learning content to their needs,
learning style, and level of knowledge. Voice assistants and Al tutors (Google Assistant, Alexa
for Education, Squirrel AI) facilitate quick access to educational content and efficient
organisation of the educational process. Among all Al tools used in education, systems for
analysing the emotional state of students (iMotions, Viso Suite, MorphCast, Retorio, Affectiva,
etc.) attract special attention as they help to personalise the learning process and increase their
attention and engagement. One of these solutions is MorphCast, which allows you to track
students' emotional reactions during synchronous and asynchronous interaction. However,
despite its considerable potential, Al in education still needs to overcome several challenges
related to student engagement, personalisation of learning, and effective interaction between
participants in the educational process. The urgent need to integrate innovative Al-based tools
that would overcome these challenges and increase the effectiveness of online learning is one
of the most pressing tasks of modern education.

Analysis of recent studies and publications. In the context of rapid digitalisation, the
global education system is adapting and exploring new technological innovations, such as
artificial intelligence, the Internet of Things, and big data analytics, to improve educational
systems. Classical education is transforming into distance education, given the conditions
caused by the global pandemic and military operations in Ukraine [6, 7]. Today, there is a
growing number of studies on automatic emotion recognition (AER) in the digital environment,
as emotions play an essential role in students' learning process [8]. Personalised Al-based
learning platforms, intelligent tutoring systems (ITS), and immersive virtual reality can improve
student engagement and learning outcomes asynchronously [9].

One of the challenges for distance learning teachers is the ability to assess students'
emotional reactions in learning management systems (LMS) [10]. B. Muzeyyen proposes a
system that integrates a solution for recognising students' emotions with a learning management
system [11]. According to L. Krithika and G. Lakshmi Priya [12], detected eye and head
movements are essential for identifying students' emotional state and engagement during online
learning. Computer vision allows us to analyse facial expressions, body posture, and hand
gestures to assess participants' engagement levels in the educational process [13].
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In the field of education, especially during the learning process in intelligent learning
environments (ILEs), it is essential to take into account students' opinions (feedback) and
emotional states to change and improve the content of learning [14]. Teachers do not interact
directly with students during online learning, so most lose interest and eventually stop studying
[15]. Existing online courses that provide the opportunity to create and deliver different types
of learning content focus mainly on the development of student's knowledge and skills but do
not take into account their individual needs and interests in the learning process and pay little
attention to their satisfaction with education in modern conditions [16].

However, maintaining students' attention and engagement during asynchronous learning
is a significant challenge for educators. Traditional approaches to teaching often do not consider
students' individual needs, which can decrease their motivation and, accordingly, their
academic performance. Accordingly, there is a need to use a tool that would allow you to track
students' attention and engagement while organising various types of learning activities. One
such tool is the MorphCast Al service. In [17], it investigated the criteria for assessing the
effectiveness of such tools in the educational process. It explored the capabilities of the
MorphCast tool for analysing students' attention and engagement during synchronous
interaction.

The research goal. The study aims to determine the capabilities of the MorphCast Al
tool to optimise pedagogical strategies in higher education by providing personalised feedback
on students' attention and engagement levels during asynchronous learning.

2. RESEARCH METHODOLOGY

The study was conducted at the National University of Life and Environmental Sciences
of Ukraine (NULES). The students' participation was not mandatory, and they were verbally
asked to consent before the study. All students were briefed on its purpose, how an Al-based
tool like MorphCast Al works, and the expected results. They explained that MorphCast Al
analyses facial expressions in real-time to detect their emotions (joy, sadness, surprise, etc.)
without storing video or identifying data. While watching the video, the system requested that
students access their device's camera to read their emotions. If the consent was not confirmed,
the student could watch the video content without reading emotions and their level of attention
and engagement. They were also informed that the results of the emotion analysis did not affect
their grade or academic performance. One hundred thirty-four first-year students of the
Bachelor's degree program in Knowledge Area Information Technology, specialities Software
Engineering, Computer Science, Computer Engineering, Cybersecurity and Information
Protection, Information Systems and Technologies agreed to participate in the experiment. The
experimental study was conducted as part of the educational practice in Information
Technology.

The research results presented in the article are presented in the aggregate of the joint
contribution of individual authors: idea and preparation of the draft article (O. Hlazunova);
analysis of publications to substantiate the relevance of the research problem, international
experience in recognising students' emotions (T. Sayapina); user story modelling of the process
of creating interactive video content by the end user using an Al-based tool and using it in the
organisation of the educational process (V. Korolchuk, O. Hlazunova), video development
using the MorphCast Al tool, example of implementation and organisation of the experiment
(T. Voloshyna, V. Korolchuk), analysis of the dynamics of changes in students' attention and
engagement during asynchronous learning (V. Kravchenko).
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3. RESEARCH RESULTS

Figure 1 shows the user story of the process of creating interactive video content by an
end user (teacher) using an Al-based tool and its use in the organisation of the educational
process. Tracking the emotional state of students while watching the recorded video allows the
teacher to receive feedback and improve their attention and engagement.

The teache can embed video, aud, Teather analyss of e need o
{ext camera stream adapt educational materals
Deveopment ol Video viewing by
—— sfudents
fragmentsof | Creafing a project Add and Sk A
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The teacher should be able to add Abilty to customze fransifions The sfudent must provide access fo
mutiple scenes befiveen scenes based on friggers the camera dafa on the device

Figure 1. User story

At the initial stage, the teacher defines the topic for the training materials and develops
the structure of such content, according to which the necessary video fragments are recorded.
First, a new project is created in MorphCast Al, into which the developed educational content
is imported. Within the project, the teacher creates different scenes filled with relevant content.
Each of them can contain various types of academic content: video, audio, text, and images,
which makes the lesson more interactive and engaging for students. The teacher can customise
the content display according to students' attention, engagement, emotional states, or other
triggers. After filling the scenes with relevant content, the teacher adjusts the order of the scene
sequence, the transition conditions between them, and other parameters for displaying the
educational video content. Accordingly, the content is shown to students based on the data
obtained about their emotional state, attention, and engagement. This allows you to create an
individual learning path for each student, considering their level of knowledge and learning
style. Once the video content is created, the instructor sets up the display and embeds the video
content into the e-learning course (eLearning) resources on the learning platform. In
asynchronous mode, students can view the published content at their convenience and as often
as needed. The tool records students' activity and interaction with the presented learning content
during viewing. It reads the emotional state of students by analysing the video stream from the
camera after they have given the appropriate permission to use it. The Al-powered tool
determines the emotional state of students by analysing their facial expressions while watching
video content.
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All the data obtained about students' emotional state, attention, and engagement
associated with a specific video viewing time and project fragments are saved. The data
obtained is analysed and visualised by an Al-based tool and displayed on the corresponding
project dashboard. This dashboard allows the teacher to view relevant visualisations about the
students who viewed the content (age, gender), the emotional states of students while watching
different fragments of video content, their attention and engagement, and identify moments
when students had difficulty understanding the presented educational content or lose interest in
viewing the material. Based on this analysis, the instructor can make changes to the content of
the learning content or the way it is presented to students.

At the same time, the teacher should provide the functionality necessary to create videos
and analyse the data obtained, such as student attention and engagement described in user
stories (US1, US2, US3, USS), as well as student access to the data (US4).

USI: The instructor can add one or more initially defined scenes. This will make the
learning process more interactive and control students' learning content based on their attention
and engagement.

US2: The Al-based tool supports adaptive navigation through video content. This feature
allows the teacher to simulate transitions from one piece of educational content (scene) to
another sequentially and by taking into account the age, gender, attention, engagement,
emotional state of students, or another trigger. The teacher pre-selects the triggers that will be
used to make this transition between different scenes.

US3: The teacher can add different types of content to the video lesson. Such content can
be pre-recorded video fragments, camera recordings, audio, text, or images. Other types of
content allow not only to create diverse and interesting videos but also to present information
in a way that is easy for the student to understand or to focus on the necessary details.

US4: A student can share the camera data of their device. When watching a video created
in MorphCast Al students will be prompted to turn on the camera and access the data. This
way, when students watch a video, their attention level, engagement, and emotional states will
be read. This feature can track the student's emotional state while watching video content and
create more personalised recommendations.

USS: The teacher can analyse data on student interaction with the available video content
and adapt learning materials to their needs. For each project the teacher creates, a separate
dashboard is created, which will present visualised analytical data on the views of a particular
video. On this dashboard, the teacher can track the total number of views, the level of attention
and engagement of students, and their emotional states while watching the video, and analyse
the data obtained both in general and by gender and age of students.

This study examined how students' attention and engagement changed during
asynchronous interaction as part of an IT classroom practice. Teachers developed a video using
the MorphCast Al tool (Figure 2), which was subsequently distributed to students; they could
watch it at their convenience and in the amount they needed. Students watched the video 164
times during the three weeks of their internship.
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Figure 2. An example of using the MorphCast Al tool

If necessary, the teacher can monitor the level of attention and engagement and adapt the
learning content in real time to student's needs, level of knowledge, and learning styles. For this
purpose, appropriate triggers should be provided at the stage of its creation. For each video, you
can add a trigger based on data received from the student's device or read from facial
expressions while watching the content. Such triggers include Wish, Emotion, Affect, Age,
Gender, Attention, Positivity, Presence, Feature, Head Pose, Date, Day, Month, Time, Position,
Display Orientation, Device, Browser, Social. The teacher can configure the parameters for
each trigger and what actions the tool should take depending on the data. For example, given
the level of students' attention (above or below a certain threshold), the teacher can set up
additional video viewing, click on a hyperlink to an additional resource, etc. Figure 3
demonstrates the ability to configure one of the triggers during video playback depending on
the student's attention level.

© MorphCast Studio

File Edit

< Projects > Copy of IT > Untitled

LAYERS + @ Timeline
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Figure 3. An example of setting up a trigger on the MorphCast Al tool
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Over three weeks of practice, students watched the proposed video and agreed to have
their emotions read. During these reviews, attention and engagement levels were measured
from 0 to 100%, with 100% being the maximum.

Figure 4 shows the dynamics of attention changes throughout the entire period of video
viewing by students. The graph shows significant fluctuations in attention measurements over
time, indicating that students' attention levels constantly change during video viewing. Periodic
highs in the measurements indicate moments of high attention, and lows indicate loss of
attention or distraction during the video. The student's attention level was relatively high most
of the time.
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The graph shows significant fluctuations in the attention measurements over time,
indicating that students' attention levels constantly change while watching the video. The
periodic peaks in the measurements indicate moments of high attention (above 70%), and the
lows indicate loss of attention or distraction during the video (less than 20%). Most of the time,
students' attention levels were relatively high. This graph shows two peak periods of students'
attention (over 90%) during the video, associated with the change in the type of content
presentation.

Figure 5 shows the dynamics of changes in two dimensions over time for two groups of
students: male students and female students. The data demonstrated are related to the level of
students' attention when interacting with learning content in asynchronous mode. The level of
attention in both groups is constantly changing, which is quite natural for any person performing
tasks that require concentration. The graph clearly shows increased and decreased attention for
both male students and female students. This could be due to various factors, such as the
complexity of the material, external distractions, or individual student characteristics. A
particular difference is observed in the dynamics of changes in the dimensions between male
students' and female students’ attention. This is because representatives of different genders
have different strategies for interacting with learning content or different reactions to it. Since
the MorphCast Al tool provides data on the level of attention and engagement of students by
gender, it can become a tool that will allow you to implement a gender-oriented approach to
learning.
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Figure 5. Attention dynamics by gender (according to MorphCast Al)

As can be seen from the graph showing the level of students' attention in the context of
the article, there are periodic peaks (increased attention) and troughs (decreased attention) in
both groups. The average level of attention for male students was within 63%, and for female
male students, the average value was 71%. This indicates that female students, on average,
demonstrated slightly higher levels of attention while watching the video than male students.
However, it should be noted that during specific periods of the video, male student’s attention
was higher than female students, especially in the second half.

The change in the level of students' engagement while watching an educational video is
shown in Figure 6. A high level of student engagement is observed at the beginning of video
viewing, possibly due to the novelty and relevance of the content and the student’s interest in
the proposed topic. Students' attention is stable during the first minutes of watching the video.
Still, after a while, a gradual decrease in engagement may be due to their fatigue or decreased
interest in the topic.
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Figure 6. Dynamics of changes in student engagement (according to MorphCast Al)
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Analysing the level of student engagement during the video, we noted its constant
fluctuations. The graph shows increased (peaks) and decreased (dips) engagement periods. The
level of engagement indicates the concentration of students while watching the video. The
average level of student engagement was around 34%, and there was a drop in student
engagement during certain parts of the video. Identifying the moments when students lose
engagement allows you to change the training video to improve the effectiveness of interaction.

There is usually a drop in engagement and attention in the middle of a video, which is
typical for long-form learning materials. However, engagement can temporarily increase by
embedding interactive elements, visual cues, or student polls into the video. After these
moments, interest may drop again, especially towards the end of the video. At the end of the
video, there is usually another brief spike in engagement as students wait for the summary or
conclusion and answers to their questions. The engagement dynamics generally reflect a typical
‘wave-like’ trend, with students' engagement decreasing in the middle and increasing at the
beginning and end. This dynamic type is typical for medium-length (10-20 minutes) educational
videos, where students maintain attention at the beginning, decrease it in the middle, but
become more active again at the end. Optimising the footage by adding interactive elements or
changing the pace of the material can improve the overall level of student engagement.

A description of the dynamics of student engagement while watching a video in the
context of an article is presented in Figure 7.
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1

spit (@)

Dimension
2

Split

Figure 7. Changes in engagement by gender (according to MorphCast Al)

The analysis of students' engagement in terms of gender allowed us to note that male
students were more engaged at the beginning of the video. Female students showed higher
engagement during the second half of the video. In general, male students' average level of
engagement was about 29%, and female students was 41%.

According to the data presented in the graph, female students' engagement while watching
the video is initially high, which may indicate their interest and attention to the new material.
During the first minutes of the video, female students demonstrate a stable level of engagement,
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but then there is a gradual decline, especially in the middle. This may be due to fatigue or
decreased interest in lengthy content. At the end of the video, especially if there are summaries
or questions for reflection, female students' engagement increases again, indicating their
readiness to absorb key information and summarise.

The dynamics of male students' engagement while watching a video differ from that of
female students. At the beginning of the video, engagement is also high, but there is a rapid
decline in attention compared to female students. In the middle of the video, male students show
more significant fluctuations in engagement, which may be due to their response to specific
elements of the video (e.g., new facts or interactive inserts). At the end of the video, male
students' engagement increases. Still, this increase is less pronounced than for female students,
which may indicate a less intense interest in the outcome or final moments of the video.

An analysis of changes in student engagement by gender shows that female students are
more stable in maintaining attention throughout viewing but also tend to lose engagement in
the middle of the content. Conversely, male students show sharper attention fluctuations and
are more likely to be distracted but respond to interactive elements and content updates.
Optimising your training video to account for these differences can help improve the overall
learning experience for both groups.

4. DISCUSSION

It is worth noting that using artificial intelligence (Al)-based tools to increase students'
attention and engagement in asynchronous learning is an essential trend in modern educational
practice. Al capabilities can significantly change learning approaches by providing personalised
and interactive learning environments that help increase student motivation and learning
outcomes. Integrating artificial intelligence into the educational environment can serve as a
basis for developing both the strategy of an academic institution and individual content training
components of the educational program [18]. M. Yousuf et al. concluded [19] that modern web
technologies and artificial intelligence technologies enable educators to create a personalised,
interactive, and adaptive learning environment that significantly increases student engagement
and, as a result, learning outcomes.

One of'the challenges for teachers in distance learning is the ability to assess the emotional
states of their students. A. Favareto et al. argue that modern learning management systems use
formal language in the assessment process, such as questions, answers, etc. However, they
cannot consider the emotional reactions expressed by the student during the assessment process
[10].

Al-based tools can provide personalised learning, which is essential for increasing student
engagement. For example, according to R. Sangarsu [9], platforms with intelligent learning
systems and virtual reality can create interactive and individualised learning environments that
promote active student engagement. In addition, Al can automatically assess student
concentration in online courses, allowing teachers to intervene in time and adjust the learning
process. M. Bulut studied the impact of combining student emotion recognition with a learning
management system on student motivation and academic achievement [11].

Research by D. Duraes et al. has shown that using new tools related to student, teacher,
content, technology, software, and communication leads to improved teaching methods in
online learning. Students' academic emotions play an essential role in cognition, acquisition of
new knowledge, and decision-making. Thus, they directly affect the perception, learning
process, and the way of communication between participants in the educational process [20].

According to T. Wang et al. Al can significantly improve asynchronous learning by
supporting students' cognitive and social presence. Systems based on generative Al can
simulate learners, support multimodal interactions, and improve mental and social presence in
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asynchronous learning environments [21]. This will increase the effectiveness of the
asynchronous approach to learning.

The ability of teachers to analyse and evaluate students' behaviour and emotional states
during online learning is a key factor in ensuring the high quality of the educational process. Z.
Trabelsi et al. determined that Al-based behavioural recognition methods can help assess
students' attention and interest during classes [4]. In turn, S. Gupta et al. proved that student
engagement is determined by automatically analysing facial emotions during online learning
[22].

The gender gap in education favouring girls is a widely known phenomenon. Boys tend
to have higher dropout rates, lower grades, and lower engagement. Support for autonomy and
engagement partially mediate the relationship between gender and behavioural engagement.
Support for independence was a protective factor for boys* engagement but not girls’[23].

E. Bru et al. studied gender differences in the relationship between perceived teacher
support (emotional support, structuring of learning activities, support of the learning process)
and student engagement (behavioural engagement, emotional engagement). According to the
hypothesis, girls showed a higher level of behavioural engagement than boys. Interestingly, the
relationship between structuring learning activities and engagement was more substantial for
males, while the relationship between support for learning and emotional engagement was more
substantial for females. These findings suggest that teachers may contribute to engagement
differently for male and female students (providing structure) and facilitating a deeper
understanding of subject material) [24]. The results also show no statistically significant
differences in behavioural, emotional or cognitive subtypes of engagement related to gender
and discipline. Learning strategies and student engagement are key to achieving the intended
learning outcomes [25]. The available tools for determining the emotional state of students,
their level of attention and engagement have several limitations related to objectivity, cost, and
reading emotions from the face may not be accurate enough and do not consider the full range
of their manifestation [26, 27]. Despite significant technological advances, improving tools
requires achieving an optimal balance between accuracy, practicality and inclusiveness. This is
a prerequisite for their effective integration into the digital learning environment of educational
institutions.

Tools that use artificial intelligence algorithms have significant potential to improve both
attention and engagement in asynchronous learning. Such tools can enhance student outcomes
and provide personalised and interactive learning. However, data privacy issues must be
considered before these technologies can successfully be integrated into the learning process.

5. CONCLUSIONS AND PROSPECTS FOR FURTHER RESEARCH

The MorphCast artificial intelligence tool in online education demonstrates significant
potential to increase student engagement and learning efficiency in the modern environment.
The results of the study confirm that analysing data on student behaviour can become a teacher's
tool that will allow you to quickly identify difficulties in understanding different types of
educational content and adapt the learning process to the individual needs of each student, their
level of knowledge, learning style, etc. In addition, MorphCast contributes to a deeper
understanding of the emotional state of students, which helps teachers avoid overloading them
with educational content and reduce negative emotions during the learning process. The
functionality of this tool also allows you to consider gender differences in the perception of
academic content in asynchronous mode. However, these general trends, not absolute rules,
must be considered when organising the educational process. Every student is an individual,
and their level of attention and engagement depends on many factors, such as the type of
learning material, time of day they watch the video, motivation, etc.
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At the same time, there are certain limitations of MorphCast, namely the difficulty of
determining a student's emotional state, as human emotions are multidimensional and may
include mixed states that the system cannot accurately recognise. Dependence on video quality,
poor camera quality, or insufficient lighting can significantly reduce the accuracy of the
analysis. Introducing such tools creates a morpersonaliseded, interactive, and practical digital
learning environment in higher education, improving teaching quality and student performance.
Still, teachers must carefully approach them to avoid technical, ethical, and pedagogical
challenges. Teachers must interpret the results of emotional analysis correctly and create
conditions in which students do not feel uncomfortable or distrustful, thus helping to maintain
trust between participants in the educational process and supporting academic integrity.

Further development of the study is planned in the direction of developing
recommendations for the use of artificial intelligence tools to manage students' learning
activities in synchronous and asynchronous learning, taking into account various educational
components, forms of knowledge and levels of complexity of educational content presentation,
as well as the introduction of methods for training teachers to use Al-based tools and further
emotional analysis, which will help to build trust between participants in the educational
process and ensure academic excellence.
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AHoTamis. 3i 3pocTaHH;IM HOMYJISIPHOCTI OHJIAWH-0CBITH OCOOIMBOI aKTYaTbHOCTI HAOYIIO TUTAaHHS
SKICHOTO 3a0€3IeUeHHS ITPOIIeCy HaBUYAHHS CTYJICHTIB Yy 3aKJa/li BUIIOI OCBiTH. OTHUM 3 KIFOUOBHX
aCIIeKTIB YCHINIHOTO Ta e()eKTUBHOTO TAaKOTr'O BHy HAaBYAHHS € ITITPHMKa BUCOKOTO PiBHS yBaru
Ta 3ay4eHOCT] CTYICHTIB TMiJl 9ac Pi3HUX BHAIB HaBYAIBHOI MisUTbHOCTI. [laHa CTaTTs HOCITIKY€E
MOTEHIlaJl BUBYCHHS MOXKJIMBOCTEH IHCTPYMEHTIB Ha OCHOBI miTyuHoro intenekty (LI) mis
MIiJBUILEHHSI YBard Ta 3aJlyd4€HOCTI CTYJCHTIB IMiJ 4Yac ACHMHXPOHHOTO HaBYaHHs;, a came
Heperiisaayy  Bifeo, po3poOJieHe Ta IHTErpoBaHE BHKJIAZAa4eM Y PECypcH eJIeKTPOHHOTO
HAaBYAJILHOTO KypCy. 30KpeMa MOJJIMBOCTI BUKOpHCTaHHsS iHCTpyMeHTy MorphCast Al st
onTUMizalii mejaroriyHMX cTparerii 'y cdepi BUIIOI OCBITH 3 METOK 3a0e3NeyeHHs
MEepPCOHATI30BAaHOTO 3BOPOTHOTO 3B’SI3KY ILOJI0 PIBHIB YBard Ta 3aJly4yeHOCTI CTY/AEHTIB IIiJ| 4ac
acuHXpoHHOTO HaB4aHHs. MorphCast Al, BUKOPHCTOBYIOUHM aJTOPUTMH HITYYHOTO iHTENEKTY,
aHaJli3ye MOBENIHKOBI JaHI CTYICHTIB Ta HaJa€ BUKJIAJadaM IIiHHI IHCAWTH, a caMe eMOLIiHY
AQHATITUKY, U1 TIOKPAIIEHHS HaBYAJILHOTO Tporiecy. Taki 1aHi 103BOJIIOTH BUKJIaladaM CBOEYaCHO
BUSBJIATH 3arajibHy AWHAMIKY 3MEHIIICHHS YBard Ta 3aly4eHOCTI CTYICHTIB, SKi BiT9yBaIOTh IIEBHI
TPYZIHOIII 31 COPUUHATTSAM HaBYAJIBHOTO KOHTEHTY, Ta HaJaBaTH IM IHIWBIIyalbHY ITiITPUMKY.
JocmimkeHHs OyJo MPOBEACHO B MeXax HAaBYANbHOI MPAKTUKH 3 IUCHUILTIHM [HpopMaIliiHi
TeXHOJIOTii A cTyneHTiB 1 Kypcy ocBitHporo ctymneHs bakxamaBp ramysi 3Hasp IHdopmariiiai
TexHoJorii cmemnianpHoCcTe [HkeHepis mporpamHOro 3abe3medeHHs, Komi'ioTepHi Haykw,
Kowmn’rorepra imxenepis, KibGepOesneka ta 3axuct indopmarii, [ndopmamiiini cucremn Tta
TexHosorii. Y pe3ynbraTti OyB 3poOieHuii BUCHOBOK, o iHTerpamis MorphCast Al mo3Bose
BpPaxoOBYBaTH EMOIIMHUII CTaH CTyJEHTIB, IXHIO yBary Ta 3aly4eHICTh y IpOLEC HaBYaHHS,
3a0e3MCUyrOYd IHAMBIMyaTi30BaHUN Ta aJaNTHBHUAN OCBITHIA JIOCBiJ] yYYaCHHKIB OCBITHBOTO
nporuecy.

KirouoBi cioBa: eMomidHMI cTaH; yBara; 3aylydeHicTh; eMomiiHa aHamituka; LI-iHCTpymMeHT
MorphCast; cucremn ynpasminasa HapdaHHSIM (LMS)
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