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Abstract
This preface introduces the selected and revised papers presented at the 10th International Conference
on Monitoring, Modeling & Management of Emergent Economy (M3E2 2022), held online in Ukraine, on
November 17-18, 2022. The conference aimed to bring together researchers, practitioners, and students
from various fields to exchange ideas, share experiences, and discuss challenges and opportunities in
applying computational intelligence and data science for the innovation economy. The innovation
economy is a term that describes the emerging paradigm of economic development that is driven by
knowledge, creativity, and innovation. It requires new approaches and methods for solving complex
problems, discovering new opportunities, and creating value in various domains of science, business,
and society. Computational intelligence and data science are two key disciplines that can provide
such approaches and methods by exploiting the power of data, algorithms, models, and systems to
enable intelligent decision making, learning, adaptation, optimization, and discovery. The papers in
this proceedings cover a wide range of topics related to computational intelligence and data science
for the innovation economy. They include theoretical foundations, novel techniques, and innovative
applications. The papers were selected and revised based on the feedback from the program committee
members and reviewers who ensured their high quality. We would like to thank all the authors who
submitted their papers to M3E2 2022. We also appreciate the keynote speakers who shared their insights
and visions on the current trends and future directions of computational intelligence and data science
for the innovation economy. We acknowledge the support of our sponsors, partners, and organizers
who made this conference possible despite the challenging circumstances caused by the ongoing war in
Ukraine. Finally, we thank all the participants who attended the conference online and contributed to its
success.
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1. Introduction

The Monitoring, Modeling & Management of Emergent Economy (M3E2, https://m3e2.
ccjournals.eu/2022/) is a peer-reviewed international conference dedicated to scientific achieve-
ments in the field of complex systems, the use of information systems and technologies in the
economy, interdisciplinary methods, methods of machine learning and fuzzy logic, modeling
of socio-economic systems, research global transformations and challenges facing economist
scientists. The M3E2 conference is a permanent scientific platform that was launched in 2008
and was formed thanks to the hard work of scientists, practicing researchers, post-graduate
students who present the results of their research and have the opportunity to fruitfully discuss
them.

Figure 1: Conference poster.

The M3E2 Conference occupies contributions in all aspects of Computational Finance, Eco-
nomics, Risk Management, Statistical Finance, Trading and Market Microstructure, (Deep)
Machine Learning technologies and tools, paradigms and models, relevant to modern financial
engineering and technological decisions in the modern age. There is urgent general need for
principled changes in postclassic economy elicited by current models, tools, services, networks
and IT communication.

M3E2 topics of interest since 2019 [1, 2, 3, 4]:

• Complex cyberphysical systems, synergy, econophysics, economy of agents
• Dynamics of emergent markets in crisis and post-crisis period
• Economic security
• Global challenges for economic theory and practice in Europe
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• Information systems and technologies in economics
• Innovation models of economic development
• Machine learning for prediction of emergent economy dynamics
• Management of the state’s economic safety and economic safety of economic agents
• Methods and models of artificial intelligence in economic systems
• Modeling of hospitality sphere development
• Models of global transformations
• Monitoring, modeling and forecasting in the banking sector
• Monitoring, modeling, forecasting and preemption of crisis in socio-economic systems
• Optimal management of socio-economic processes
• Risk management models in emergent economy

This volume contains the selected and revised papers presented at the 10th International
Conference on Monitoring, Modeling & Management of Emergent Economy (M3E2 2022) held
on November 17-18, 2022 in Ukraine.

There were 23 submissions. Each submission was reviewed by at least 3, and on the average
3.2, program committee members. 13 papers were accepted for this volume as regular papers.

2. Program committee

2.1. M3E2 2022 program chairs

• Serhiy Semerikov, Kryvyi Rih State Pedagogical University, Ukraine [5]
• Vladimir Soloviev, Kryvyi Rih State Pedagogical University, Ukraine [6]
• Andriy Matviychuk, Kyiv National Economic University named after Vadym Hetman,
Ukraine [7]

• Vitaliy Kobets, Kherson State University, Ukraine [8]
• Liubov Kibalnyk, The Bohdan Khmelnytsky National University of Cherkasy, Ukraine [9]
• Hanna Danylchuk, The Bohdan Khmelnytsky National University of Cherkasy, Ukraine
[10]

• Arnold Kiv, Ben-Gurion University of the Negev, Israel [11]

2.2. M3E2 2022 program committee members

• George Abuselidze, Batumi Shota Rustaveli State University, Georgia [12]
• Iluta Arbidane, Rezekne Academy of Technologies, Latvia [13]
• Vitalina Babenko, V. N. Karazin Kharkiv National University, Ukraine [14]
• Paul Bilokon, Imperial College London, United Kingdom [15]
• José Manuel Macedo Botelho, Universidade de Évora, Portugal [16]
• Irina Georgescu, Bucharest University of Economics, Romania [17]
• Lidiya Guryanova, Simon Kuznets Kharkiv National University of Economics, Ukraine
[18]

3



Figure 2: Conference highlights, part 1.

• Alexey Hostryk, Odessa National Economic University, Ukraine [19]
• Pavlo Hryhoruk, Khmelnytskyi National University, Ukraine [20]
• Muhammad Jawad, Fatima Jinnah Women University, Pakistan [21]
• Nila Khrushch, Khmelnytskyi National University, Ukraine [22]
• Inesa Khvostina, Ivano-Frankivsk National Technical University of Oil and Gas, Ukraine
[23]

• Oksana Kovtun, University of Educational Management, Ukraine [24]
• Serhii Lehenchuk, Zhytomyr Polytechnic State University, Ukraine [25]
• Nataliia Maksyshko, Zaporizhzhia National University, Ukraine [26]
• Abdukhakim Mamanazarov, Center of Economic Culture Development, Uzbekistan [27]
• Ewa Matuska, Pomeranian University in Slupsk, Poland [28]
• Inese Mavlutova, BA School of Business and Finance, Latvia [29]
• Iveta Mietule, Rezekne Academy of Technologies, Latvia [30]
• Dariusz Pawliszczy, Gromadka Community, Poland [31]
• Oleg Pursky, Kyiv National University of Trade and Economics, Ukraine [32]
• Michael Radin, Rochester Institute of Technology, United States [33]
• Sultan Ramazanov, Kyiv National Economic University named after Vadym Hetman,
Ukraine [34]

• Kateryna Shymanska, Prague University of Economics and Business, Czechia [35]
• Victoria Solovieva, State University of Economics and Technology, Ukraine [36]
• Galyna Velykoivanenko, Kyiv National Economic University named after Vadym Hetman,
Ukraine [37]
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Figure 3: Conference highlights, part 2.

• Nataliia Zachosova, The Bohdan Khmelnytsky National University of Cherkasy, Ukraine
[38]

• Pavel Zakharchenko, Berdyansk State Pedagogical University, Ukraine [39]

3. Articles overview

The paper titled “Assessing the educational dimension of national economy innovative devel-
opment” by Olha Ilyash, Larysa Taranenko, Olena Trofymenko, Nataliia Koba, and Marzena
Sobczak-Michalowska [40] examines the educational indicators that reflect the innovative devel-
opment of the national economy in Ukraine. The study aims to develop a system for evaluating
and enhancing the educational component of Ukraine’s innovative development, which can
support effective state regulation of educational processes and prevent the risks of reducing the
educational security of the national economy.

The study applies a multidimensional analysis of educational indicators, using a system of
complex and systemic methods, such as dynamic analysis, system generalization, statistical
methods, and taxonomic analysis. The study also compares the educational indicators of Ukraine
with those of other countries that have achieved educational and scientific breakthroughs.

The results of the study show that Ukraine has a low level of educational performance
and potential for innovative development compared to other countries. The paper proposes
some measures to improve the educational component of Ukraine’s innovative development,
such as increasing public investment in education, enhancing the quality and relevance of
education, fostering international cooperation in education and science, and promoting a
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Figure 4: Presentation of paper [40].

culture of innovation among students and teachers.
Here are some of the key points of the paper:

• The educational dimension of national economy innovative development is a complex
and multifaceted concept that includes a wide range of factors, such as the quality of
education, the level of investment in education, the international cooperation in education
and science, and the culture of innovation.

• The study found that Ukraine has a low level of educational performance and potential
for innovative development compared to other countries.

• The paper proposes some measures to improve the educational component of Ukraine’s
innovative development, such as increasing public investment in education, enhancing
the quality and relevance of education, fostering international cooperation in education
and science, and promoting a culture of innovation among students and teachers.

The paper “Fuzzy expert decision support system for foreign direct investment: a swarm
metaheuristic approach” by Eugene E. Fedorov, Liubov O. Kibalnyk, Lesya O. Petkova, Maryna
M. Leshchenko, and Vladyslav M. Pasenko [41] proposes a fuzzy expert system for foreign direct
investment (FDI) decision support. The system is developed using an adaptive gravitational
search algorithm (GSA) to determine the optimal parameters of the fuzzy expert system, such
as the membership functions for linguistic input and output variables. The system also uses a
quality criterion that considers the specificity of the fuzzy expert system and allows assessing
the probability of future decisions.

The paper conducts a numerical study to test the performance of the proposed fuzzy expert
system and compares it with other existing methods. The results show that the proposed
fuzzy expert system has a high accuracy and robustness in FDI decision support. The paper
contributes to the literature on fuzzy logic applications in economics and finance and provides
a practical tool for investors to make informed decisions on FDI.

Here are some of the key points of the paper:

• The proposed fuzzy expert system is a novel approach for FDI decision support that takes
into account the uncertainty and ambiguity of the decision-making process.
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Figure 5: Presentation of paper [41].

• The GSA is used to optimize the parameters of the fuzzy expert system, which ensures
that the system is able to make accurate and reliable decisions.

• The quality criterion is used to assess the performance of the fuzzy expert system and to
compare it with other existing methods.

• The numerical study shows that the proposed fuzzy expert system has a high accuracy
and robustness in FDI decision support.

The paper “The impact of intangible assets on the financial performance of Slovak ICT
companies: a panel data regression analysis” by Serhii F. Lehenchuk, Tetiana A. Vakaliuk,
Tetiana P. Nazarenko, Zuzana Kubaščíková, and Zuzana Juhászová [42] investigates the impact
of intangible assets on the financial performance of Slovak ICT companies in the context of the
knowledge economy.

The paper uses a panel data regression analysis to test the hypothesis that intangible assets
have a significant positive effect on four indicators of financial performance: Return on Assets
(ROA), Net Profit Margin (NPM), Assets Turnover (AT), and Return on Equity (ROE). The
paper analyzes a sample of 180 Slovak ICT companies for the period 2015–2019, using eight
independent variables: Research and Development Intensity (R&D), R&D Intensity Squared,
Software, Intellectual Property Rights (IPR), Acquired Intangible Assets, Leverage, Size, and
Dummy variable for ICT sub-sectors.

The paper applies various tests to select the appropriate estimation method and to check
the adequacy of each model. The results partially confirm the hypothesis, as only R&D, R&D
Intensity Squared, and Acquired Intangible Assets have a significant positive impact on some
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Figure 6: Presentation of paper [42].

indicators of financial performance. The paper also finds that the influence of intangible assets
varies depending on the type and measure of financial performance.

The paper contributes to the literature on intangible assets and financial performance by
providing empirical evidence from Slovak ICT companies. The paper also provides some
implications for managers and policymakers to improve their intangible investment policy.

Here are some of the key points of the paper:

• The paper provides empirical evidence that intangible assets have a positive impact on
the financial performance of Slovak ICT companies.

• The paper finds that the impact of intangible assets varies depending on the type and
measure of financial performance.

• The paper suggests that managers and policymakers should focus on investing in intangi-
ble assets that have a proven positive impact on financial performance.

The paper “Maximizing customer satisfaction and business profits through Big Data technol-
ogy in Society 5.0: a crisis-responsive approach for emerging markets” by Piotr Kulyk, Viktoriia
Hurochkina, Bohdan Patsai, Olena Voronkova, and Oksana Hordei [43] explores the use of Big
Data technology to maximize customer satisfaction and business profits in emerging markets,
especially during crisis periods.

The paper begins by discussing the importance of customer satisfaction in emerging markets,
where competition is often fierce and customer expectations are high. The authors argue that Big
Data technology can be used to gain a deeper understanding of customer needs and preferences,
which can be used to improve products and services, personalize marketing campaigns, and
provide better customer service.

The paper then discusses the use of Big Data technology in loyalty programs. The authors
argue that traditional discount-based loyalty programs are not effective in emerging markets,
where customers are more likely to be attracted to personalized and value-added rewards. Big
Data technology can be used to create personalized loyalty programs that are tailored to the
specific needs and preferences of each customer.

The paper also discusses the use of Big Data technology in crisis mitigation. The authors
argue that Big Data technology can be used to track customer behavior and preferences during
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a crisis, which can be used to adjust marketing campaigns and product offerings accordingly.
Big Data technology can also be used to identify and target customers who are most likely to
be affected by a crisis, and to provide them with the support they need.

The paper concludes by arguing that Big Data technology is a powerful tool that can be used
to maximize customer satisfaction and business profits in emerging markets, especially during
crisis periods. The paper provides a number of recommendations for businesses that are looking
to use Big Data technology to improve their performance in emerging markets.

Here are some of the key points of the paper:

• Big Data technology can be used to gain a deeper understanding of customer needs and
preferences.

• Big Data technology can be used to personalize marketing campaigns and customer
service.

• Big Data technology can be used to create personalized loyalty programs.
• Big Data technology can be used to track customer behavior and preferences during a
crisis.

• Big Data technology can be used to identify and target customers who are most likely to
be affected by a crisis.

The paper “A flexible machine learning model for optimizing organizational capital develop-
ment strategies and resource allocation” by Vasyl Porokhnya, Vladyslav Penev, Roman Ivanov,
and Volodymyr Kravchenko [44] proposes a flexible machine learning model for optimizing or-
ganizational capital development strategies. The model is based on Q-learning, a reinforcement
learning algorithm that can be used to learn optimal policies in a dynamic environment.

The model is designed to be flexible and adaptable to different organizational contexts. It can
be used to optimize a variety of organizational capital development strategies, such as training
and development, knowledge management, and innovation.

The model is also designed to be data-driven. It uses historical data to learn the relationship
between different organizational capital development strategies and their outcomes. This allows
the model to make more accurate predictions about the effectiveness of different strategies.

The paper evaluates the performance of the model using a case study of a manufacturing
company. The results show that the model was able to identify the most effective organizational
capital development strategies for the company. The model also helped the company to improve
its resource allocation decisions.

The paper concludes that the proposed model is a valuable tool for optimizing organizational
capital development strategies. The model is flexible, adaptable, and data-driven, making it
suitable for a wide range of organizations.

Here are some of the key points of the paper:

• The proposed model is a flexible machine learning model that can be used to optimize
organizational capital development strategies.

• The model is based on Q-learning, a reinforcement learning algorithm that can be used
to learn optimal policies in a dynamic environment.

• The model is designed to be adaptable to different organizational contexts.
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Figure 7: Presentation of paper [44].

• The model is data-driven, using historical data to learn the relationship between different
organizational capital development strategies and their outcomes.

• The paper evaluates the performance of the model using a case study of a manufactur-
ing company. The results show that the model was able to identify the most effective
organizational capital development strategies for the company.

• The paper concludes that the proposed model is a valuable tool for optimizing organiza-
tional capital development strategies.

The paper “Recurrence quantification analysis of energy market crises: a nonlinear approach
to risk management” by Andrii O. Bielinskyi, Vladimir N. Soloviev, Viktoria V. Solovieva, Serhiy
O. Semerikov, and Michael A. Radin [45] uses recurrence quantification analysis (RQA) to
analyze and construct indicators of intermittent events in energy indices.

The paper begins by discussing the importance of the energy market and the challenges
posed by its unstable price dynamics. The paper then introduces RQA, a nonlinear time series
analysis method that can be used to identify and quantify intermittent events.

The paper then applies RQA to daily data of Henry Hub natural gas spot prices, WTI spot
prices, and Europe Brent spot prices. The results show that the recurrence measures capture
the distinctive features of crashes and can be used for effective risk management strategies.

The paper concludes by discussing the implications of the findings for risk management in
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the energy market. The paper argues that RQA can be used to identify the early warning signs
of crises and to develop strategies to mitigate their impact.

Here are some of the key points of the paper:

• The paper uses RQA to analyze and construct indicators of intermittent events in energy
indices.

• The paper applies RQA to daily data of Henry Hub natural gas spot prices, WTI spot
prices, and Europe Brent spot prices.

• The results show that the recurrence measures capture the distinctive features of crashes
and can be used for effective risk management strategies.

The paper “High-order network analysis for financial crash identification” by Andrii O.
Bielinskyi, Vladimir N. Soloviev, Serhii V. Hushko, Arnold E. Kiv, and Andriy V. Matviychuk
[46] proposes to use high-order networks to study the temporal evolution of the Dow Jones
Industrial Average (DJIA) index.

Figure 8: Presentation of paper [46].

The paper begins by discussing the importance of network analysis for understanding the
complexity and dynamics of socio-economic systems. The paper then introduces high-order
networks, which are generalized network structures that capture the higher-order dependencies
that arise from the interactions of more than two nodes.

The paper then constructs high-order networks from the DJIA time series using the visibility
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graph method. The visibility graph method is a method for constructing networks from time
series data by connecting points that are visible to each other at a given time.

The paper then measures the topological complexity of the high-order networks using
various metrics. The topological complexity of a network is a measure of the richness and
interconnectedness of the network.

The paper finds that the complexity of the DJIA high-order networks changes drastically
during crisis events. This indicates that high-order network analysis can be used as an indicator
of financial crashes.

The paper also shows that high-order network analysis and topology can provide more
insights into the nonlinear and nonstationary behavior of the DJIA index than traditional tools
of financial time series analysis.

Here are some of the key points of the paper:

• The paper proposes to use high-order networks to study the temporal evolution of the
DJIA index.

• The paper constructs high-order networks from the DJIA time series using the visibility
graph method.

• The paper measures the topological complexity of the high-order networks using various
metrics.

• The paper finds that the complexity of the DJIA high-order networks changes drastically
during crisis events.

• The paper shows that high-order network analysis and topology can provide more insights
into the nonlinear and nonstationary behavior of the DJIA index than traditional tools of
financial time series analysis.

The paper “Multidimensional statistical analysis of investment attractiveness and regional
changes in the COVID-19 pandemic” by Pavlo M. Hryhoruk, Nila A. Khrushch, Svitlana S.
Grygoruk, and Olena R. Ovchynnikova [47] uses multidimensional statistical analysis techniques
to cluster Ukrainian regions based on their levels of investment attractiveness. The paper also
examines how the regional investment attractiveness structure has changed during the COVID-
19 pandemic.

The paper begins by reviewing the various approaches to assessing investment attractiveness.
The authors then use the 𝑘-means method to cluster Ukrainian regions based on their investment
attractiveness levels in 2019 and 2020. The 𝑘-means method is a clustering algorithm that groups
data points into a predefined number of clusters.

The results of the 𝑘-means clustering show that the investment attractiveness of Ukrainian
regions has changed during the COVID-19 pandemic. In 2019, there were four clusters of regions:
high-attractiveness regions, medium-high-attractiveness regions, medium-low-attractiveness
regions, and low-attractiveness regions. In 2020, the number of clusters increased to five.

The paper then uses principal component analysis (PCA) to rotate the space of selected factors.
PCA is a statistical technique that reduces the dimensionality of a dataset while preserving as
much information as possible. The quartimax method is a rotation method that maximizes the
variance of the rotated components.

The results of the PCA and quartimax rotation show that the regional investment attractive-
ness structure can be explained by four main factors: economic development, infrastructure,
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human capital, and political stability. The authors argue that these factors are important for
attracting investment, and that they have become even more important during the COVID-19
pandemic.

The paper concludes by discussing the implications of the findings for potential investors
and local self-governing bodies. The authors argue that the findings can help investors to
identify key investment areas, and that they can help local self-governing bodies to improve
their investment attractiveness.

Here are some of the key points of the paper:

• The paper uses multidimensional statistical analysis techniques to cluster Ukrainian
regions based on their levels of investment attractiveness.

• The paper examines how the regional investment attractiveness structure has changed
during the COVID-19 pandemic.

• The results of the 𝑘-means clustering show that the investment attractiveness of Ukrainian
regions has changed during the COVID-19 pandemic.

• The paper uses PCA and quartimax rotation to identify four main factors that explain the
regional investment attractiveness structure.

• The authors argue that these factors are important for attracting investment, and that
they have become even more important during the COVID-19 pandemic.

The paper “A comparative study of deep learning models for sentiment analysis of social
media texts” by Vasily D. Derbentsev, Vitalii S. Bezkorovainyi, Andriy V. Matviychuk, Oksana
M. Pomazun, Andrii V. Hrabariev, and Alexey M. Hostryk [48] presents a comparative study of
deep learning models for sentiment analysis of social media texts.

The paper begins by discussing the challenges of sentiment analysis for social media texts.
Social media texts are often informal, short, and noisy, which makes them difficult to analyze
using traditional machine learning methods.

The paper then introduces three deep learning models for sentiment analysis: a convolutional
neural network (CNN), a CNN with long short-term memory (LSTM) layers (CNN-LSTM), and
a bidirectional LSTM with CNN layers (BiLSTM-CNN). The CNN is a deep learning model that
is well-suited for processing natural language text. The LSTM is a deep learning model that is
well-suited for processing sequential data.

The paper then evaluates the performance of the three models on two datasets: IMDb Movie
Reviews and Twitter Sentiment 140. The IMDb Movie Reviews dataset contains 50,000 movie
reviews, each of which is labeled as either positive or negative. The Twitter Sentiment 140
dataset contains 1.4 million tweets, each of which is labeled as either positive, negative, or
neutral.

The results show that the CNN model achieves the best accuracy of 90.1% on the IMDb
dataset, while the BiLSTM-CNN model achieves the best accuracy of 82.1% on the Sentiment
140 dataset. The proposed models are comparable to state-of-the-art models and suitable for
practical use in sentiment analysis of social media texts.

Here are some of the key points of the paper:

• The paper presents a comparative study of three deep learning models for sentiment
analysis of social media texts.
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Figure 9: Presentation of paper [48].

• The models are evaluated on two datasets: IMDb Movie Reviews and Twitter Sentiment
140.

• The results show that the CNN model achieves the best accuracy of 90.1% on the IMDb
dataset, while the BiLSTM-CNN model achieves the best accuracy of 82.1% on the Senti-
ment 140 dataset.

• The proposed models are comparable to state-of-the-art models and suitable for practical
use in sentiment analysis of social media texts.

The paper “The impact of the war in Ukraine on globalization processes and world financial
markets: a wavelet entropy analysis” by Hanna B. Danylchuk, Liubov O. Kibalnyk, Oksana
A. Kovtun, Oleg I. Pursky, Yevhenii M. Kyryliuk, and Olena O. Kravchenko [49] uses wavelet
entropy analysis to investigate the impact of the war in Ukraine on globalization processes and
world financial markets.

The paper begins by discussing the importance of globalization and the world financial
markets. Globalization is the process of increasing interconnectedness between countries
and economies. The world financial markets are the system of institutions that facilitate the
exchange of money and financial instruments between countries.

The paper then discusses the war in Ukraine and its impact on globalization and the world
financial markets. The war has caused a significant disruption to global trade and investment,
and has led to increased uncertainty in the financial markets.

The paper then uses wavelet entropy analysis to study the impact of the war on the markets
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Figure 10: Presentation of paper [49].

for natural gas, oil, gasoline, and currency pairs EUR/USD and GBP/USD. Wavelet entropy is a
measure of the complexity and uncertainty of a signal or system. The results show that the
war has caused a significant increase in the entropy of these markets, indicating that they have
become more complex and uncertain.

The paper concludes by discussing the implications of the findings for globalization and
the world financial markets. The authors argue that the war has had a negative impact on
globalization, and that it is likely to lead to a reconfiguration of the world economic space.

Here are some of the key points of the paper:

• The paper uses wavelet entropy analysis to study the impact of the war in Ukraine on
the markets for natural gas, oil, gasoline, and currency pairs EUR/USD and GBP/USD.

• The results show that the war has caused a significant increase in the entropy of these
markets, indicating that they have become more complex and uncertain.

• The authors argue that the war has had a negative impact on globalization, and that it is
likely to lead to a reconfiguration of the world economic space.

The paper “Nonlinear dynamics of electric vehicle sales in China: a fractal analysis” by
Serhii Kurkula, Nataliia Maksyshko, Dmytro Ocheretin, and Serhii Cheverda [50] applies three
methods of nonlinear analysis to investigate the properties of the monthly sales volumes of the
leading EV manufacturers in China from January 2016 to June 2022.

The paper begins by discussing the importance of electric vehicles (EVs) and the growth of
the EV market in China. EVs are becoming increasingly popular due to their environmental
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Figure 11: Presentation of paper [50].

benefits and lower running costs. China is the leading market for EVs, accounting for 45% of
global sales in 2020.

The paper then discusses the challenges of forecasting EV sales. The EV market is a complex
and nonlinear system, making it difficult to predict future sales.

The paper then applies three methods of nonlinear analysis to the monthly sales data: the
Hurst normalized range method, phase analysis, and recurrence plots. These methods are used
to identify the long-term memory, cyclicity, and determinism of the sales dynamics.

The results show that the sales dynamics exhibit fractal features, trend stability, long-term
memory, cyclicity, quasi-cycles, and determinism. These findings can inform the selection of
relevant forecasting methods and their parameters for the EV market in China.

Here are some of the key points of the paper:

• The paper applies three methods of nonlinear analysis to the monthly sales data of leading
EV manufacturers in China.

• The results show that the sales dynamics exhibit fractal features, trend stability, long-term
memory, cyclicity, quasi-cycles, and determinism.

• These findings can inform the selection of relevant forecasting methods and their param-
eters for the EV market in China.

The paper “A cognitive approach to modeling sustainable development of complex techno-
genic systems in the innovation economy” by Sultan K. Ramazanov, Bohdan O. Tishkov, Olek-
sandr H. Honcharenko, and Alexey M. Hostryk [51] proposes a cognitive approach to modeling
sustainable development of complex technogenic production systems in the innovation econ-
omy.
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Figure 12: Presentation of paper [51].

The paper begins by discussing the challenges of sustainable development of complex techno-
genic systems. These systems are characterized by nonlinear dynamics and uncertainty, and
they are often affected by human behavior and decision-making.

The paper then proposes a cognitive approach to modeling sustainable development. This
approach takes into account the cognitive factors that affect the behavior and decision-making
of the system agents. The paper also proposes a model of innovation capital dynamics for
the eco-economic and socio-humanitarian system (EESHS). Innovation capital is broader than
intellectual capital by its nature and content, and it is essential for sustainable development.

The paper then derives an extended integral model of nonlinear stochastic dynamics of
EESHS in the innovation space. This model can be used to predict the dynamics of EESHS and
to identify the factors that affect its sustainable development.

The paper concludes by discussing the implications of the findings for the modeling of
sustainable development of complex technogenic systems. The paper argues that the cognitive
approach is a promising approach for modeling sustainable development, and that it can be
used to improve the accuracy of predictions and to identify the factors that need to be managed
to achieve sustainable development.

Here are some of the key points of the paper:

• The paper proposes a cognitive approach to modeling sustainable development of complex
technogenic systems.

• This approach takes into account the cognitive factors that affect the behavior and
decision-making of the system agents.

• The paper also proposes a model of innovation capital dynamics for the EESHS.
• The paper derives an extended integral model of nonlinear stochastic dynamics of EESHS
in the innovation space.

• The paper argues that the cognitive approach is a promising approach for modeling
sustainable development, and that it can be used to improve the accuracy of predictions
and to identify the factors that need to be managed to achieve sustainable development.

The paper “University competitiveness in the knowledge economy: a Kohonen map approach”
by Dmytro H. Lukianenko, Andriy V. Matviychuk, Liubov I. Lukianenko, and Iryna V. Dvornyk
[52] studies the factors of university competitiveness in the knowledge economy.
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Figure 13: Presentation of paper [52].

The paper begins by discussing the importance of universities in the knowledge economy.
Universities play a key role in the generation and dissemination of innovations, and they are
also becoming the drivers of digital transformation in science, business, countries, and society
as a whole.

The paper then proposes a clustering approach to group countries based on their university
competitiveness. The clustering approach is based on the Kohonen map, which is a neural
network that can be used to cluster data points into groups. The paper uses the normalized
parameters of university competitiveness to cluster countries into four groups: high-performing,
medium-performing, low-performing, and very low-performing.

The paper then assesses the level of significance of the normalized parameters. The results
show that the most significant parameters are research productivity, internationalization, and
the number of publications in high-impact journals.

The paper then proposes an organizational design for a competitive model of the university.
The proposed organizational design is based on the principles of open science, education, and
innovation. The paper argues that this organizational design can help universities to improve
their competitiveness and become drivers of innovation and transformation.

The paper concludes by discussing the key factors of the university’s success in the system
of open science, education, and innovation. These factors include:

• A strong focus on research and innovation
• A commitment to open science
• A global outlook
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• A focus on entrepreneurship and the transfer of knowledge to society

The findings of this study contribute to the understanding of the factors that drive university
competitiveness in the knowledge economy. The proposed organizational design and key factors
of success can be used by universities to improve their competitiveness and become drivers of
innovation and transformation.

Here are some of the key points of the paper:

• The paper studies the factors of university competitiveness in the knowledge economy
using a clustering approach.

• The paper proposes an organizational design for a competitive model of the university
based on the principles of open science, education, and innovation.

• The paper discusses the key factors of the university’s success in the system of open
science, education, and innovation.

4. Conclusion

The vision of the M3E2 2022 is to provide a premier interdisciplinary platform for researchers,
practitioners, and educators to present and discuss the most recent innovations, trends, and
concerns as well as practical challenges encountered and solutions adopted in the fields of
emergent economy.

The conference has successfully performed as a forum for transferring and discussing research
results among researchers, students, government, private sector, or industries. Participants and
presenters from several countries have attended the conference online to share their significant
contributions in research related to Monitoring, Modeling, and Management of Emergent
Economy.

We are thankful to all the authors who submitted papers and the delegates for their par-
ticipation and their interest in M3E2 as a platform to share their ideas and innovations. We
are also thankful to all the program committee members for providing continuous guidance
and efforts taken by peer reviewers who contributed to improve the quality of papers. The
constructive critical comments, improvements, and corrections provided to the authors are
gratefully appreciated for their contribution to the success of the conference. Moreover, we
would like to thank the developers and other professional staff of the Not So Easy Science
Education platform (https://notso.easyscience.education) and the Academy of Cognitive and
Natural Sciences (https://acnsci.org), who made it possible for us to use the resources of this
excellent and comprehensive conference management system, from the call of papers and
inviting reviewers, to handling paper submissions, communicating with the authors, etc.

The war in Ukraine has had a devastating impact on the country and its people. The scientific
community in Ukraine has also been affected, with many researchers forced to flee their homes
and laboratories. The M3E2 2022 conference was held in the shadow of this war, but it was also
a testament to the resilience of the Ukrainian scientific community. The conference provided a
platform for Ukrainian researchers to share their work and to connect with colleagues from
around the world. We hope that the conference will help to rebuild the scientific community in
Ukraine and to contribute to the country’s recovery.
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Figure 14: Hanna B. Danylchuk and Serhiy O. Semerikov, volume editors.

We also hope that the conference will contribute to the understanding of the war in Ukraine
and its impact on the global economy. The papers in the proceedings address a variety of topics
related to the war, including its impact on innovation, investment, and trade. We believe that
these papers will be valuable resources for researchers, policymakers, and the general public.

Finally, we would like to express our solidarity with the people of Ukraine. We hope for a
swift and peaceful resolution to the war.
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Abstract
The paper examines the educational indicators that reflect the innovative development of the national
economy in Ukraine. The aim of the study is to develop a system for evaluating and enhancing the
educational component of Ukraine’s innovative development, which can support effective state regulation
of educational processes and prevent the risks of reducing the educational security of the national
economy. The study applies a multidimensional analysis of educational indicators, using a system of
complex and systemic methods, such as dynamic analysis, system generalization, statistical methods, and
taxonomic analysis. The study also compares the educational indicators of Ukraine with those of other
countries that have achieved educational and scientific breakthroughs. The results show that Ukraine
has a low level of educational performance and potential for innovative development compared to other
countries. The paper proposes some measures to improve the educational component of Ukraine’s
innovative development, such as increasing public investment in education, enhancing the quality and
relevance of education, fostering international cooperation in education and science, and promoting a
culture of innovation among students and teachers.

Keywords
educational indicators, multidimensional analysis, innovative development, Ukraine, international com-
parison

1. Introduction

In the ever-evolving landscape of globalization, the rapid strides in scientific and technological
advancement, particularly stemming from the development of artificial intelligence, information
technology, and transdisciplinary knowledge, have brought about profound transformations.
These changes extend beyond mere economic processes, reshaping an individual’s role, position,
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and interactions within the contemporary global economic system. The current milieu is char-
acterized by heightened interpersonal and inter-organizational competition, which collectively
sets the stage for a paradigm shift.

This phenomenon places modern society at the cusp of what can be termed the fourth
industrial revolution. This revolution encompasses the gradual emergence of a knowledge-
based society intertwined with the concept of Industry 4.0 [2]. Central to this shift is an
all-encompassing digitalization process, coupled with the emergence of novel professional
domains demanding fresh knowledge and skill sets. Consequently, this necessitates innovative
approaches to education and the development of human resources.

It is evident that the progression towards Industrial Revolution 4.0 hinges upon an antecedent
educational revolution. This transformative process, referred to as Education 4.0, is pivotal for
orchestrating an industrial breakthrough in the era of Industry 4.0. Central to this pursuit is the
realization of the fourth Sustainable Development Goal laid out by the United Nations in 2015:
“Ensure inclusive and equitable quality education and promote lifelong learning opportunities
for all”.

2. Literature review

The processes of formation and development of the Education 4.0 system should be based, in our
opinion, on the provisions of innovation theory, the notion of knowledge-based economy, the
theory of lifelong learning (LLL), of knowledge management, self-study and other present-day
theories and ideas.

Defining the knowledge society, Kok [3] remarks that this notion encompasses all the aspects
of human activities beginning from high-tech production up to artistic professions like in media
and architecture, where knowledge is provided as the basis for added value creation. In his
turn, Leiber [4], while considering the knowledge society, emphasizes the crucial role of the
quality of education in general and that of higher education viewed as a social, economic and
environmental factor. Agrawal et al. [5] highlight a high correlation between information
communication technology (ICT) and knowledge management. Valero and Van Reenen [6]
prove that increases in the number of universities are positively associated with future growth
of GDP per capita. Supporting this view, Benešová and Tupa [7] underline the impact of
technology not only on the emergence of knowledge-intensive products and services, but also
emphasize its much greater impact on people’s education in general. After all, only highly
qualified and highly educated specialists will be able to control these technologies. It is clear
therefore the increasing role of organizational education to adapt the people to changes that
occur as a result of technological and economic innovation. The paper [8] explores the role
of relational power and discursive positioning in the knowledge integration process using a
definite interdisciplinary project as an example and thus emphasises the necessity of carrying
out more research that explicitly explores power in the knowledge integration process.

Thus, recent research [9, 10, 11, 12] has shown that human capital makes a significant
contribution to economic growth and technological development primarily through education,
innovation and continuous growth. At the same time, the limited development of human capital
leads to the use of natural resources as the main source of income, thereby reducing the level of
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the countries’ economic development. In addition, the relationship between human capital and
innovation at the country level is based on the fact that various forms of capital can be converted
into resources and other forms of economic benefit. However, it is only a properly qualified
human capital that can ensure the industrial and technological development of the country as
well as can serve for its economic growth. Therefore, the assessment of education through the
prism of country’s innovative development, in our opinion, should definitely include indicators
of the level of development of the country’s human capital.

Nedelko et al. [13], as a result of studying the strategies and tools for knowledge management
in innovation and Industry 4.0, emphasize that the use of the notion of knowledge management
in Industry 4.0 should not only be encouraged but rather necessitated. It is well known that for
the emergence of new knowledge and its commercialization, which is the essence of innovation,
it is necessary to ensure close ties between industry and science and education [14]. Thus, we
can state that education and science today are the starting point and the driving force to ensure
the innovative development of business and, consequently, of national economies.

Considering the above-mentioned tendencies, the issue of measuring the effectiveness of
educational process in accordance with the dynamic global socio-economic environment has
become quite acute. There are a number of scientific papers substantiating the indicators of
education performance for individual countries [15, 16, 17] as well asmethodologies presented by
various international organizations, which include educational indicators [18, 19, 20, 21, 22, 23].
However, given the urgent need to reform education within the process of Industry 4.0 formation,
there is a necessity to search for new approaches to assessing educational indicators through the
prism of their impact on the innovative development of the state, which will serve the increase
in the efficiency of public administration and control.

Therefore, this paper is aimed at working out the system for assessing the educational
component of the national economy innovative development, which will ensure the effective
state regulation of educational processes as well as will prevent the country form the risks
of reducing the educational security of the national economy. Accordingly, the main issue
of the study is the definition and analysis of educational indicators, and the formation of
recommendations on the development of educational indicators at various levels of state policy
to ensure innovative development of the economy based on the study of effective global practices.
The hypothesis lies in the idea that the growth of the indicators of education quality will lead
to an increase in the metric of state innovative development.

3. Methods

In the course of the study the authors employed general scientific and statistical methods, as
well as the method of a taxonomic analysis. As is known, a multidimensional statistical analysis
is used to determine the largest number of features that will affect the object of study. That is
why to define the degree of a cumulative impact of the factorial characteristics on the level of the
national economy innovative development, the authors offered to apply the taxonomic method.
The necessity to opt for this method is born out of the demand to search for a single integrating
indicator out of the large number of indicators that characterize innovative development, which
allows increasing the efficiency of public administration and control [24].
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As the data base for the use of a taxonomic analysis we chose the educational indicators of
innovative development of the national economy of Ukraine as of the years 2013–2019. Such
indicators include the Human Development Index (HDI), the level of expenditure on education
of GDP, the Education Index, the literacy rate (i.e. expected years of schooling), and Ranking of
national higher education system.

Thus, the human development index is a combined index and an indicator of the educational
component of the country’s innovative development [22]. The index measures the country’s
achievements in terms of life expectancy, access to education, actual income of the citizens, and
takes into account changes in the indices of socio-economic and gender inequality and multidi-
mensional poverty. In addition, the human development index is adjusted by political, economic,
social, and environmental factors, such as: human rights and civil liberties, participation in
public life, social security, the degree of territorial and social mobility of population, the level
of cultural development, access to information, health, unemployment, crime, environmental
protection, environmental impact and others. It should be mentioned this index comprises the
following data: the acquired human capital; the expected duration of children’s education at
school; results of the standardised testing of schoolchildren; the percentage of adult survivors
and the proportion of children without any developmental disorders [21].

The literacy level of the country’s population (expected time of schooling) is set by authors
as a separate indicator of educational development because it indicates the general educational
level of the population.

The education expenditures is one of the key indicators of innovative development. Innovative
development of the domestic economy and strengthening the social component of state economic
security can be ensured only by increasing human capital expenditures. Investing in education
is a vital means of increasing human capital and prospects of the country’s economic growth.
Therefore, the level of expenditures on education of GDP was chosen as one of the indicators
for taxonomic analysis.

The Education Index, which is a sub-index of the Human Development Index, should be also
included to the educational indicators.

It is the economic development and competitiveness of the country that serve as the in-
dicators of the country’s economic security and largely depend on the number of educated
and competent professionals, as well as technologies that increase their productivity. The
higher education sector contributes significantly to realisation of these needs. In addition,
in the modern world of alterglobalism, those high-quality higher education systems, which
have broad links at the international level and contribute to the country’s global development
through the exchange of students, researchers, projects and ideas, demonstrate a high level of
national economy. Therefore, one of the indicators of the educational component of the state
innovative development at the global level is the ranking of national higher education systems
(U21 Ranking of National Higher Education Systems) which enables assessing the overall higher
education system of different countries at various stages of economic and social development
[25].

To conduct a taxonomic analysis of the educational component of innovative development, it
is rational to perform a sequence of the following methodological steps [26]:

• to form a matrix with the initial data necessary for the study of educational indicators of
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innovative development;
• to standardize the values of the indicators matrix;
• to form a reference vector representing the growth of the innovative development com-
ponent under study;

• to calculate the distance between individual variables and the reference vector; item to
define the taxonomic indicator of innovative development.

In accordance with the outlined algorithmic steps, it is expedient to form an observation
matrix based on the input data. It should be mentioned that in our study the units (𝐼𝑖) are
represented by the innovative development educational indicators. Within the scope of these
indicated we single out the educational component of innovative development (E), while the
years sand for characteristic features.

The construction of the matrix respresenting the initial data by components comprises the
following steps:

The first step presupposes the use of 𝐼 (𝐸) for the matrix in order to reveal the educational
component of innovative development (size 5×7).

At the second stage, since the indicators of innovative development have different measure-
ment units, it is necessary to form a matrix of standardized values. This procedure is performed
by replacing the criteria values with the coefficients standardized indicators [24] according to
the following formula (1):

𝑍𝑖 =
𝐼𝑖
𝐼

(1)

where:
𝐼𝑖 is the value of the 𝑖𝑡ℎ indicator;
𝐼 is the average value of the 𝑖𝑡ℎ indicator.
After indicators’ standardization, to carry out a further taxonomic analysis, the features

of the observation matrix are to be divided into those of stimulators and destimulators that
determine the direction of the impact on the national economy innovative development. In this
case, stimulatory factos have a positive effect on the development level, while destimulatory
factors restrain.

Differentiation of the studied factors into stimulating and destimulating ones is given in the
table 1.

Table 1
Educational indicators of innovative development (stimulator / destimulator).

Symbol Indicator
Stimulator or
destimulator

E Educational component
𝐼1 Human Development Index Stimulator
𝐼2 Level of expenditures on education of GDP, % Stimulator
𝐼3 Education index Stimulator
𝐼4 Literacy rate of the country’s population (expected years of schooling) Stimulator
𝐼5 Ranking of the national higher education system Stimulator
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The division of the indicators into stimulators and destimulators can serve as the basis for
finding out the ideal reference vector and forming the values of the indicators [24] in the
following way:

{ 𝐼𝑜𝑖 = max 𝐼𝑖𝑗 (𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑜𝑟)
𝐼𝑜𝑖 = min 𝐼𝑖𝑗 (𝑑𝑒𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑜𝑟) (2)

After that, we receive a vector-standard of the innovative development level within the frame-
work of educational component. To calculate the integrated taxonomic index, it is necessary
to find the average distance (𝐶0), the mean value of the square root of the average square of
the difference of values of characteristics (𝑆0), deviation of the distance between the point-unit
and the upper pole point from the value of characteristics distance (𝑑𝑖) for the educational
component of innovation development according to the following formulas (3-6):

1) average distance:

𝐶0 =
1
𝑚

𝑚
∑
𝑖=1

𝐶𝑖0 (3)

where:
𝑚 – the number of periods;
𝐶𝑖0 – the distance between the point-unit and the point 𝐸𝑀4;
2) the mean value of the square root of the average square of the difference between the

values of characteristics:

𝑆0 =
√

1
𝑚

𝑚
∑
𝑖=1

(𝐶𝑖0 − 𝐶0)2 (4)

𝐶0 – the average distance;
𝐶𝑖0 – the distance between the point-unit and the point 𝐸𝑀4;
3) deviation of the distance between the point-unit and the point the reference vector from

the value of characteristics distance:

𝐶0 = 𝐶0 + 2𝑆0 (5)

𝑑𝑖 =
𝐶𝑖0
𝐶0

(6)

where:
𝑆0 – the mean value of the square root of the average square of the difference of values of

characteristics;
𝐶𝑖0 – the distance between the point-unit and the point 𝐸𝑀4;
𝐶0 – the distance.
On the basis of the obtained results, we can define the taxonomic indicator of the level of the

system economic security by the following formula (7):

𝐾 = 1 − 𝑑 (7)

where:
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𝑑 – deviation of the distance between the point-unit and the point 𝐸𝑀4 from the value of
characteristics distance.

Thus, the obtained indicator can acquire higher values with the higher values of stimulants,
and, consequently, lower ones with low values of stimulants. By calculating this indicator, we
will be able to analyze the directions and scales of changes that occur in the system under study,
in particular, in the innovation system of the national economy on the basis of one synthetic
feature of the educational component.

4. Results

For the innovative development of the national economy, the development of human capital
assets undoubtedly remains the driving force. That is why the study of educational and scientific
direction of innovative economic development, which is the basis for ensuring the capital
development, is of an urgent need. At present, the model of education aimed at training highly
qualified industry personnel is almost completely lost, while industrial enterprises cannot
function efficiently with a shortage of specialists having an up-to-date training. In order to
preserve the industrial potential, the structure of innovative education should form a symbiosis
of higher education institutions, research institutes, production facilities of industrial enterprises
and public authorities. However, the majority of organizations cannot make the use of human
capital resources since they are limited by the approaches aimed at performing specific tasks
rather than being focused on research and development. At the same time, industrial enterprises
agree that managing human capital development is one of the priorities of innovation progress.

Unfortunately, in Ukraine there is a significant gap between the knowledge and competencies
of the students who graduate almost without any practical experience, forcing employers to
spend time preparing them for a particular job [27, 28]. To build innovative human capital, the
educational system should include more practical skills, in particular through the integration
of business into the educational process, and, thus, provide the generation-to-come with the
up-to-date theoretical and innovative practical tools.

The research results of the different countries’ experience on the development of education
are given below.

In particular, such countries as Singapore, China, India, South Korea, USA, Japan, Finland,
Brazil, and others demonstrated the educational breakthrough achieved through high quality
STEM education, due to increase in expenditures on education, by means of supporting fun-
damental research and a number of programs aimed at developing the level of general public
digital competence as well as thanks to the growth in patent productivity in priority sectors of
the economy.

Singapore, for instance, has introduced programs to set up technical schools and international
corporations to train unskilled workers in the spheres of information technology, petrochemistry
and electronics. The strategy of involving Singapore’s multinational organizations in training its
workforce has contributed in the long run to the country’s economic prosperity. As a result of the
education system reform taken place in Singapore, minimum compulsory educational standards
have been introduced for all schools, English has become an obligatory discipline for all types
of schools and a number of other subjects are tought in English. The government is constantly
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investing in the education of Singaporean students in the best universities world, while creating
at the same time leading research and educational centers in Singapore. Distinguished results
in education have been achieved due to implementation of the Plan of Research and Innovation
Enterprises completed by 2020 [29].

China’s economic reform program was based on lowering government norms on prices in
education sphere and increasing investment in education of personnel [30].

India initiated a policy of promoting the quality of the workforce. The introduction of the
language law made English a second national language, which contributed to the growth of the
country’s technological development and signing international agreements with the leading
companies in the IT sector.

South Korea, the USA, Japan, and China have the policy of increasing the share of GDP
in research and development (R&D), which results in the growth of intensity and quality of
research and development [31].

In Finland, there are programs to expand cooperation with foreign experts since due to the
aging of its population in some industries, there is a shortage of workforce. There are also
programs aimed at financial support of innovations in R&D. One euro invested in innovation for
research brings about 10-20 euros net profit, which corresponds to 70% of investments (compare,
for example, in Russia they spend 10% of investments, while in France 90%).

In Brazil, there is the Bolsa Familia Income Transfer Programme (Family Assistance), which
provides monetary benefits to families who send their children to school. The government
has also introduced the policy of increasing investments in education to strengthen human
resources.

It seems inevitable that automation, digitalization and other forms of technology will put
an end to millions of jobs and will create new opportunities for the workforce. At the same
time, it is of vital importance to prepare the next generation of workers to participate in the
development of Industry 4.0. It is education that should be the driver of future skills by means of
going beyond the traditional teaching, including entrepreneurship, soft leadership, technology
and workforce readiness. Accordingly, it proves the need to provide such the condition for the
development of human resources required to meet the changing demands of the twenty-first
century as the improvement of quality of primary schools education.

Since the adoption of the Universal Declaration of Human Rights in 1948, countries have
been making efforts to universalize primary education. However, the quality of education is
going down due to the low quality of primary education. Thus, in 2019, Ukraine demonstrates
the lowest level of quality of primary education as compared to the world’s leading countries.
The percentage of students with the highest results in at least one field (reading, mathematics,
and natural sciences) is only 7.5%, which is from three to five times lower than in China (49.3%),
Singapore (43.3%), South Korea (26.6%) and Canada (24.1%), while it accounts for 50% of the
quality of primary education in Denmark (15.8%). Some of the advantages of high quality
primary education in Singapore and South Korea comprise effective leadership, quality teacher
advanced training, high salaries for teachers, teachers’ professional development strategy, a
high percentage of modern equipment supply, the ability to work with innovative interactive
technologies as well as social security of teachers [23]. In the USA, the Regional Councils
for Economic Education and the State Federal Reserve offer the teachers an annual weekly
summer training program based on the model “Key to Financial Success”. A comparison of the
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main indicators of the educational and scientific breakthrough of Ukraine with countries of
progressive development in 2019 is presented in the table 2.

Table 2
Indicators of educational breakthrough in Ukraine and the countries of progressive development in 2019
(based on [18, 22, 21, 23]).
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Quality of primary education (% of
students with the highest results in
at least one of the disciplines: (read-
ing, mathematics, natural sciences,
level 5 or 6)

7,50 21,00 19,10 15,80 17,10 24,10 18,90 26,60 49,30 43,30 23,30

The literacy level of the country’s
population (the average number of
years spent studying) and the ex-
pected duration of education

10,40 17,10 12,40 12,60 13,40 13,80 12,40 12,10 7,80 11,90 12,80

Index of digital competencies of eco-
nomically active population

4,50 5,10 5,80 5,40 5,30 5,10 5,00 5,00 4,70 5,60 4,40

Expenditures on education, % of
GDP according to IMD data

6,00 5,70 4,10 6,50 6,00 4,40 5,00 5,00 3,60 2,70 3,20

Over the last two centuries, alongside the increase in the number of students acquiring primary
education, there has been a steady increase in the level of literacy of the world population.
However, in some African countries, the literacy rate among young people is still below 50.0%.
According to the level of population literacy, Ukraine ranks 51st in the world ranking of
competitiveness. Thus, the average number of years spent on studying and the expected
duration of education in Ukraine is 10,4 years, which sets it ahead of China (7,8 years) by 2,6
years and below Germany (17,1 years), Canada (13,8 years) and the United States (13,4 years).
Among the possible threats of insufficient literacy in Ukraine’s population, to name but a few,
are the state’s non-recognition of other than official forms, formats and methods of training,
lack of the culture of dual education within the framework of labor relations, lack of employers’
interest in financing employee training, the employees’ insufficient practical and soft skills [32].

As for the education in Japan, it is almost 32% funded by private sources. The education in
Denmark is entirely funded by Danish government which guarantees free education for all [31].
In the Netherlands and other countries of Northern Europe, the government has developed
programmes to provide opportunities to participate in formal and / or informal education for
adults and the unemployed (64% and 57% of adults and the unemployed have already participated
in these programmes).

A feature of the national education system is a relative high level of funding, i.e. the maximum
amount of expenditures is allocated on education. Thus, the indicators of education financing
in Ukraine in 2019 exceed the average indicators of the OECD countries (by 6% of GDP) [33], in
particular Denmark (6,5% of GDP), the United States (6%), Finland (5,7%) and are 2,5 times higher
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than in Singapore (2,7%), Japan (3,2%), and China (3,6%). A common feature of the leading
countries in terms of financing higher education with the insignificant level of public sector
spending is a high share of of funding provided by the private sources, in particular, in the
United States – 26%, Australia – 23%.

Digital competencies of the population play quite an important role in the educational and
scientific breakthrough [34, 35]. However, as of 2017, according to the Digital Skills Index of the
European Digital Economy and Society Index (DESI), almost half (44,0%) of the EU population
does not have the necessary skills to use digital technologies [36]. To ensure an educational
breakthrough in Ukraine, the Digital Agenda of Ukraine – 2020 was adopted with an aime to
use digital technologies, create a digital society and ensure the competitiveness of the country
and its citizens. Thanks to digitalization, Ukraine is able to reduce the gap in international
indicators of competitiveness [37], since in 2019 it ranked 56th with the index 4,5 economic
units (EU) and as compared to 2016 it increased the level by only 8 points. The leading countries
are Finland (5,8), Singapore (5,6), Denmark (5,4) and the United States (5,3). With the support
of the National Library Council and the Singapore Cybersecurity Agency, curricula have been
updated with a view to providing better cybersecurity awareness and acquiring skills to detect
fake news and protect onself against it. Besides, the government introduced a route map of
teaching technology intensity, which is a three-year plan to help small and medium-sized
enterprises (SMEs) accelerate technology implementation and help the population expand their
digital capabilities (e.g., a Memorandum on cooperation between SkillsFuture Singapore and
Microsoft has been signed aimed at helping make profit for 5000 people and 100 small- and
medium-sized enterprises). Denmark has developed the Digital Literacy Manifesto, which has
inspired politicians to reflect on digital skills and transformation.

We shall remark here that the process of monitoring the educational component of innovation
development should be carried out within the system of indicators: correlation between the level
of education expenditures to GDP, human development index, education level index, literacy
level and the rating of the higher education system. The system of the mentioned indicators is
presented in the table 3.

Table 3
The rate of change of the educational component indicators signifying the innovative development of
Ukraine within the period of 2013–2019 (based on [18, 21, 22]).

No
Indicators

Years Growth rate, %
2013 2014 2015 2016 2017 2018 2019 2019

2018
2019
2015

2019
2013

Educational indicators
1. Human development index 0,74 0,75 0,74 0,75 0,75 0,75 0,77 102,67 104,05 104,0

2.
Level of education expenditures
to GDP, %

5,90 6,20 6,70 6,70 6,00 5,90 5,00 84,75 74,63 84,75

3. Education level index 0,791 0,8 0,791 0,792 0,794 0,792 0,799 100,88 101,01 101,01

4.
Literacy level of the country’s
population (expected time of
schooling)

14,90 15,00 14,90 15,10 15,10 15,10 15,10 100,00 101,34 101,34

5.
Ranking of the national higher
education system

49,9 43,9 44,0 42,1 47,7 47,4 45,1 95,15 102,50 90,38
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According to the report submitted by UNDP in 2019, Ukraine ranked 74th in the human
development index among 183 countries surveyed. Given the significant part of the population
with higher education (82%), Ukraine has an average human development index among European
countries, which is 0,779 points. At the same time, the share of people engaged in scientific
activities is only 0,34% out of the total employed population.

It should be added that 66 countries of the world belong to the category of high level of
human development, among which: Switzerland (2nd place, 0,955 points), Germany (6th place,
0,947 points), Great Britain (13th place, 0,931 points), Canada (16th place, 0,929 points), Estonia
(29th place, 0,892 points), Lithuania (34th place, 0,882 points), Poland (35th place, 0,880 points),
Romania (49th place, 0,828 points), Kazakhstan (51st place, 0,825 points), Russia (52nd place,
0,824 points), Belarus (53rd place, 0,823 points), Turkey (54th place, 0,820 points), Bulgaria (56th
place, 0,816 points), Georgia (61st place, 0,812 points), Serbia (64th place, 0,806 points).

The World Bank estimates the human capital index in Ukraine at 0,63 points, so Ukraine
ranks 50th among 157 countries. Thus, a child born in Ukraine can rely upon acquiring only
63% of the potential level of human capital, being possible only under condition of receiving
complete education and having a good health. In terms of figures, Singapore (88%), Hong Kong
(81%) and Japan (80%) have been ranked first for several years in a row. The top ten countries
also include South Korea, Canada, Finland, Macau and Sweden (about 88%), Ireland and the
Netherlands (79%). The lowest positions in ranking are occupied by the CAR (29%), Chad (30%)
and South Sudan (31%).

The comparison of the index of human capital with GDP per capita in the world allows us to
trace the correlation between the level of the country’s economic development and the level of
education received by human capital (figure 1). Thus, in general, the countries with the highest
human capital index have higher GDP per capita: Singapore (0,88 and 652333), Japan (0,80 and
40246), Canada (0,80 and 46194), Finland (0,80 and 48782), Switzerland (0,80 and 51615), Ireland
(0,79 and 78660,96). The lowest positions are occupied by Congo (0,37 and 553), Yemen (0,37
and 774), Rwanda (0,38 and 820), Ethiopia (0,38 and 855), Burundi (0,39 and 261). It should be
added that in 2019 the value of the human development index in Ukraine was 0,63, while GDP
per capita amounted to 3656 [21].

The total amount of education funding (from public, local and private sources) varies from
5,0% to 6,7% of GDP and is characterized by declining dynamics. Although the Law of Ukraine
“On Education” states that education funding should comprise at least 7% of GDP, in 2019
the amount of financial support in this area was only 5,0% and the share of expenditures on
education in the budget of Ukraine comprised 17,1% [38]. Examining the dynamics of this
indicator changing throughout 2014–2019, we can single out two periods: the 1st period of
2014–2016 is marked by a decrease of 3,6 percentage points, while the 2nd period (2016–2019)
is characterised by an increase of 1,6 percentage points.

We should also point out that starting from the year 2015, the consolidated budget expen-
ditures on education in GDP have also been decreasing. Thus, despite its unstable dynamics,
expenditures on education as a percentage ratio of GDP amounted to 6,1% in 2019, while in
2016 it was 5,4%, which is 0,9% lower than in 2014. At the same time, it should be noted that
in comparison with the EU countries, Ukraine spends much more on education. Thus, the
total expenditure on education from GDP in Poland is 4,6%, in Latvia – 4,7%, in Italy – 3,8%,
Germany – 4,8%, Estonia – 5,2%, Switzerland – 5,1%, and Romania – 3,0%. The high level of
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Figure 1: The ratio of the human capital index and GDP per capita of Ukraine and the world in 2019
(based on [21]).

expenditures on education in Ukraine is explained by the fact that the majority of Ukrainian
higher education institutions are financed from the state budget (72%), while in other countries
a significant share is made up of private educational institutions (43%).

Another key indicator of innovative development in the context of ensuring the economic
security of the country is the Education Index, which is a sub-index of the Human Development
Index [22]. The optimal value of the indicator for the developed countries is no less than 0,8
points. That is why in 2019 Ukraine occupied the 46th rank (0,797 points) which testifies a
significant achievement of the country’s population in education in terms of adult literacy and
the total number of students receiving education. Figure 2 shows the general dynamics of the
education index among other indicators comprising the educational component of innovative
development considered within the analysed period.

The education index also allows estimating the average number of, as well as the expected
duration of education of the population, which in Ukraine correspond to 11,4 and 15,1 years
respectively. Leading positions in the world are occupied by Australia (22,0 years), Belgium (19,8
years), Sweden (19,5 years), Finland (19,4 years), Iceland (19.1 years), Denmark (18.9 years), New
Zealand (18,8 years), Ireland (18,7 years), the Netherlands (18,5 years), and Norway (18,1 years).
Wewill emphasise that creation of conditions for lifelong learning ensures the adaptation of labor
capital to rapid technological changes, and, consequently, accelerates economic development
and serves for the growth of national economy competitiveness.

For instance, in 2020, Ukraine ranked 36th. If to evaluate this indicator in terms of its
individual constituents, we can see that according to the degree of investments from both the
private and public sectors Ukraine occupies the 27th place (52,6 points); as to the public policy
and regulation as well as the possibility of acquiring education, Ukraine takes 39th place (70,6
points); according to the level of international cooperation, which demonstrates the degree of
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Figure 2: Changes in the education index within the system of indicators comprising the educational
component of Ukrainian innovative development from 2013 to 2019 (based on [25, 21, 22]).

openness of the higher education system, Ukraine is at the 38th place (40,4 points); considering
the quality of scientific research, scientific publications, compliance of higher education with the
demands of the national labor market, including further employment of educational institutions’
graduates, Ukraine occupies 42nd place with a score of 28,7 points. At the same time, the highest
ranking include the USA, Switzerland, Denmark, Singapore, Sweden, Great Britain, Canada,
Finland, Australia, the Netherlands, and Norway, where the overall indicator value is no less
than 80 points.

It is worth noting that recently there has been a tendency to reduce the number of higher
education institutions. Thus, in 2019, the Ministry of Education and Science of Ukraine granted
the right to carry out activities in the field of higher education only to 281 educational institutions,
which is 25% less than in 2010. A similar tendency is typical of the indicator “the number of
students per 10000 of population”, which during the last 9 years dropped 0,6 times from 476 to
302 students. The reasons for this negative tendency is the decrease in the birth rate, which,
in its turn, led to a reduction in the number of university applicants and consequently in a
number of students in 2019 by 63% as compared to 2010 (figure 3). Regarding the academic and
teaching staff in the field of education, it should be mentioned that there are 14,25 students
per teacher in secondary schools, and 10,75 students per one teacher in higher educational
institution, which is 1,5 times lower comparing with the average indicator in the majority of
economically developed countries.

As for education expenses, there has been a gradual increase in private sector expenditures
on R&D (by UAH 177 billion or 66,6% within the period of 2013–2019), the following indices
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Figure 3: Dynamics of the indicators of higher education in Ukraine in 2000, 2005 and during the period
from 2010 to 2019 (based on [21, 22, 25]).

remain low: the levels of expenditure on education (5,0% of GDP in 2019 and a decrease by 0,9
percentage points by 2013), implementation of scientific and technical work (0,43% and 0,27
percentage points, respectively), ranking of the national system of higher education (45,1%
and a decrease by 4,8 percentage points by 2013), the amount of scientific and technical work
being realized (0,3% to GDP and a decrease by 0,17 percentage points by 2013) and specialists
who perform scientific and technical work (0,48% out of the total number of employees and a
decrease by 0,32 percentage points by 2013). It is also observed declining in the level of patent
productivity, reduction in the number of specialists involved in R&D implementation, failing to
maintain leading positions in public funding of scientific and technical work, budget funding
including [38].

To overcome the negative phenomena in the field of education, it is necessary, first of all,
to build the relevant skills and competencies in specialists-to-be through a STEM-oriented
approach to teaching and learning [39, 40]. Thus, in the UK, to meet the demands for specialists
in the STEM sphere it is necessary to have more than 100 thousand people graduate by 2020,
while in Germany there is a shortage of 210 thousand workers in natural sciences, mathematics,
technology and computer science. However, to ensure the dynamic development of the national
economy, it is essential to either significantly increase the intellectual potential of STEM
specialists, or there should be a transition of the economic development to a new phase with the
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use of technologies of a new generation [41]. For the development of digitalization processes it
is important also taking into account such world experience as Digital Competence Program,
the Danish “Digital Literacy Manifesto” [37].

Thus, modernisation of the education system must be carried out taking into account the
directions of the international economy development as well as defining the role and place of the
country in the global dimension. With such an approach to the education system formation in
a short period of time Ukraine will have had the trained personnel of necessary specializations.

After studying the above mentioned factors influencing education development in Ukraine as
well as in other countries, we have applied the taxonomic analysis. First, we compiled a matrix
of input data 𝐼𝑀4:

⎡
⎢
⎢
⎢
⎢
⎣

0,74 0,75 0,74 0,75 0,75 0,75 0,77
5,90 6,20 6,70 6,70 6,00 5,90 5,00
0,79 0,80 0,79 0,79 0,79 0,79 0,79
14,9 15,0 14,9 15,1 15,1 15,1 15,1
49,9 43,9 44,0 42,1 47,7 47,4 45,1

⎤
⎥
⎥
⎥
⎥
⎦

The next step was the formation of a matrix of standardized values of 𝑍𝑀4:

⎡
⎢
⎢
⎢
⎢
⎣

0,99 1,00 0,99 1,00 1,00 1,00 1,03
0,95 1,00 1,08 1,08 0,97 0,95 0,91
1,00 1,01 1,00 1,00 1,00 1,00 1,01
0,99 1,00 0,99 1,00 1,00 1,00 1,00
1,10 0,97 0,97 0,93 1,05 1,04 0,99

⎤
⎥
⎥
⎥
⎥
⎦

According to the results of the chosen methodology application, we received the vector of
the educational component being the standard of the level of innovative development within
the framework of the educational component:

𝐸𝑀4 = (1.03; 1.11; 1.01; 1.00; 1.10)

At the next step of our research we calculated the taxonomic indicators of the educational
component of the country’s innovative development.

The closer the value of the taxonomic coefficient to one, the greater is the impact of a particular
educational indicator on the national economy innovative development. The calculations
of taxonomic indicators of the educational component of the national economy innovative
development within the period from 2013 to 2019 are given in the table 4.

The taxonomic indicator’s dynamics in the context of the educational component of the
country’s innovative development is shown in figure 4.

Despite the average value of the human development index of European countries, the
taxonomic indicator of the educational component as a part of innovative development is
characterized by a low share (0,008).

Thus, the taxonomic analysis of the educational component of the national economy innova-
tive development proves its negative dynamics, which signifies the importance of taking into
account the changes in educational indicators as well as timely response to these changes for
the effective state regulation of the human capital development, which serves as the basis for

40



Table 4
Values of taxonomic indicators of the educational component in the system of the country’s economic
security within the period from 2013 to 2019.

Title Indices
Years

Values
2013 2014 2015 2016 2017 2018 2019

Educational component (M4)
𝐶(4)
𝑖0 0,139 0,157 0,136 0,173 0,128 0,146 0,300 𝐶0 = 0, 179
𝑑 (4)𝑖 0,499 0,564 0,488 0,620 0,459 0,522 0,992 𝑆0 = 0, 055
𝐾 (4)
𝑖 0,501 0,436 0,512 0,380 0,541 0,478 0,008 𝐶0 = 0, 279

Figure 4: Dynamics of the taxonomic indicator of the country’s innovative development (from a
perspective of an educational component) within the period from 2013 to 2019.

the development of innovation and prevention from the risks of reducing educational security
of the national economy.

5. Discussion and conclusions

The developed in the paper advanced system for assessing the educational constituent of the
national economy innovative development, performed on the basis of taxonomic analysis allows
taking into account the main indicators of the educational development in the country, thus
simplifying the analysis of their impact on the national innovation system and, thus, serves as
an effective tool for finding optimal solutions in the state regulation of educational processes as
the basis for innovative activities of all its participants.

As a result of the performed research, it was found out that the potential of the educational
and scientific components of the national economy of Ukraine innovative development is not
realized to its full. These results elucidate the reasons for Ukraine’s weak position in the

41



state innovative economic development, at present being one of the most important factors
of economic security. Therefore, judging from the research results, in order to guarantee
the national economy innovative development, the primary task is to ensure the growth of
taxonomic indicators within the educational component.

In particular, the lack of systematic managerial decisions by state authorities in solving
problems of educational policy development requires scientific research to put forward proposals
and set primary functions of corresponding ministries and agencies in order to ensure the
innovative development of the national economy. According to the results of the present study
the primary functions of the state policy to ensure growing of the educational component of
the national economy innovative development have been defined. In particular, at the level of
the Ministry of Education and Science of Ukraine it is expedient to introduce the Strategy of
accelerated formation of the teachers’ educational potential. This will contribute to the spread
of innovation in the education system of Ukraine in the context of global digitalization. Based on
the high indicators of education in Japan, Denmark and the Netherlands obtained in the process
of the conducted research and taking into account the directions of their development,it is
advisable to introduce the programs of learning English as a first foreign language into primary
school; to develop, in cooperation with private educational institutions, educational programs
aimed at introducing up-to-date teaching methods and programs to provide the opportunities
for adults and the unemployed to take part in formal and / or informal education. A number of
programs should be initiated to start technical schools and fee-paying international corporations
to train unskilled workers in the field of information technology, petrochemistry and electronics
(those who could not get industrial jobs, the government could increase the number of labor-
intensive retail services such as in the sphere of tourism and transport). Taking into account the
analysis of the development of human capital, it is advisable to take the experience of Singapore
as a basis,and to recommend to develop a Strategy for Involving Multinational Organizations in
Labor Training in Ukraine, and to work out a Strategy for uniting the country’s largest technical
universities with the purpose to develop advanced clusters for the research of future technologies
and ensure the presence of the association members in public, political and economic circles to
warrant a high level of training of future personnel.

At the level of the Department of Scientific and Technical Development and the Ministry of
Economy of Ukraine it is worthwhile to introduce a New Plan for the Development of Research
Innovative Enterprises until 2025, that allows to take into account the successful USA experience.

At the level of the Ministry of Finance of Ukraine, alongside the Ministry of Economy of
Ukraine, it is important to assist small andmedium enterprises (SMEs) in accelerating technology
implementation and helping the population expand its digital potential.

At the level of the Cabinet of Ministers of Ukraine it is expedient to introduce Programs of
funding educational institutions regardless of the form of ownership, to develop an effective
formula of mixed financing in various proportions, which implies a gradual reduction of state
funding while increasing the share of private funding (Singapore experience), to stimulate
government to invest in the education of Ukrainian students in the best universities in the
world, while creating leading research and educational centers at home.

At the level of the Ministry of Digital Transformation of Ukraine, it is recommended to
introduce an online resource with a view to increasing the digital competence of citizens,
following the example of Digital Competence. The introduction of the analogue of such a
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program will give impetus to digital initiatives, the increase in digital competencies of Ukrainian
citizens as well as the use of the Danish “Digital Literacy Manifesto”, which will stimulate the
development of digital skills and critical thinking.

Implementation of the suggested measures within the framework of achieving educational
and scientific breakthrough will allow to increase the overall indicator of the educational
component in order to ensure the national economy innovative development.

The limitations of the study are impossibility to take into account the state of education
in Ukraine during the war. In our opinion, the deterioration of the state of the educational
component of the state’s innovative development is expected and obvious. Among the pos-
itive expected educational trends is the growth of digital literacy of the population and the
development of new technologies. Therefore, the study of the educational component and
the development of mechanisms to ensure its strengthening in the post-war period will be an
important and priority area of the future research.
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Abstract
This paper develops and optimizes a fuzzy expert system for foreign direct investment decision support.
The paper aims to provide a reliable and flexible tool for investors to evaluate the attractiveness of different
countries for foreign direct investment. The paper uses an adaptive gravitational search algorithm to
determine the optimal parameters of the fuzzy expert system, such as the membership functions for
linguistic input and output variables. The paper also uses a quality criterion that considers the specificity
of the fuzzy expert system and allows assessing the probability of future decisions. The paper conducts
a numerical study to test the performance of the proposed fuzzy expert system and compares it with
other existing methods. The results show that the proposed fuzzy expert system has a high accuracy
and robustness in foreign direct investment decision support. The paper contributes to the literature on
fuzzy logic applications in economics and finance and provides a practical tool for investors to make
informed decisions on foreign direct investment.

Keywords
fuzzy expert system, foreign direct investment, adaptive gravitational search algorithm, quality criterion,
decision support

1. Introduction

In contemporary contexts, decision-making systems for foreign direct investment have gained
significant prominence. Machine learning techniques [2, 3, 4], such as regression [5] and
auto-regressive methods [6], are commonly employed to construct these systems. However,
these approaches often result in linear models, limiting their scope. Expert systems, utilizing
a knowledge base typically represented as production rules, are another avenue for building
decision-making systems for foreign direct investment [7]. Yet, these systems are criticized
for their sole reliance on quantitative assessments, which can pose challenges when operators
prefer qualitative estimates.
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Fuzzy expert systems have emerged as a means to simplify human-computer interactions.
These systems leverage fuzzy inference mechanisms such as Larsen, Mamdani, Tsukamoto,
and Sugeno [8, 9]. Nonetheless, a key shortcoming is the lack of automation in determining
their parameters [10, 11]. Addressing these limitations calls for the utilization of optimization
methods to fine-tune the parameters of fuzzy expert systems.
However, contemporary optimization methods are not without their own set of challenges:

• Many possess high computational complexity.
• Several are prone to converging into local extrema.
• Some lack convergence guarantees.

In this regard, there is an actual problem of optimization methods’ insufficient efficiency.
Consequently, the quest for more efficient optimization methods is pertinent. This has led to

the adoption of metaheuristics, a class of modern heuristics aimed at hastening the discovery of
quasi-optimal solutions to optimization problems and reducing the likelihood of converging
into local optima [12, 13].

Yet, current metaheuristics have their own limitations:

• Certain methods exhibit inadequate accuracy [14].
• Others provide only abstract descriptions or are tailored to specific problems [15].
• The process of parameter determination remains non-automated [16].
• The influence of iteration count on solution search is often disregarded [17].
• Some methods lack the capability to address conditional optimization problems [18].
• Incompatibility with non-binary potential solutions exists [19].
• Convergence guarantees may be absent [20].

Hence, the challenge of constructing efficient metaheuristic optimization methods arises
[21, 22]. One noteworthy example of such a metaheuristic is the gravitational search algorithm,
a member of the swarm metaheuristics family [23].

This research is driven by the need to develop adept fuzzy expert systems using parametric
identification for adaptation and refinement in the realm of foreign direct investment decisions.

Objective: This study aims to enhance the effectiveness of foreign direct investment decisions
by constructing a fuzzy expert system trained through the utilization of metaheuristics.
To accomplish this overarching goal, the following tasks have been undertaken:

1. Design a fuzzy expert decision support system for foreign direct investment.
2. Select an appropriate quality criterion for the proposed fuzzy expert system.
3. Develop a metaheuristic approach based on an adaptive gravitational search algorithm

for parameter determination of the proposed fuzzy expert system.
4. Conduct extensive numerical investigations.
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2. The fuzzy expert decision support system for foreign direct
investment

The foreign direct investment analysis is based on the data of the GDP per capita volume,
inflation rates, goods and services exports volume, and labor force indicators. To make decisions
on foreign direct investment, a fuzzy expert system is proposed. It involves the following steps:

1) linguistic variables formation;
2) fuzzy knowledge base formation;
3) Mamdani fuzzy inference mechanism formation:

• fuzzification;
• sub-conditions aggregation;
• conclusions activation;
• aggregation of conclusions;
• defuzzification.

4) identification of parameters based on metaheuristics.

2.1. Linguistic variables formation

The following input variables were chosen:

• the volume of gross domestic product (GDP) per capita (per year, US dollars), 𝑥1;
• the inflation indicator (according to the consumer price index, which reflects the annual
percentage change in the cost for the average consumer of purchasing a goods and services
basket, per year, %), 𝑥2;

• the volume of goods and services export indicator (total volume, per year, USD), 𝑥3;
• the labor force indicator (labor force is people aged 15 and over who provide labor for
the production of goods and services, per year, number of people), 𝑥4.

The following indicators were chosen as linguistic input variables. They are qualitative
indicators:

• the GDP volume 𝑥̃1 with values 𝛼̃11 = 𝑙𝑖𝑡 𝑡 𝑙𝑒, 𝛼̃12 = 𝑚𝑒𝑑𝑖𝑢𝑚, 𝛼̃13 = 𝑚𝑢𝑐ℎ, where the ranges
are fuzzy sets 𝐴̃11 = {(𝑥1, 𝜇𝐴̃11

(𝑥1))}, 𝐴̃12 = {(𝑥1, 𝜇𝐴̃12
(𝑥1))}, 𝐴̃13 = {(𝑥1, 𝜇𝐴̃13

(𝑥1))};
• the inflation indicator 𝑥̃2 with values 𝛼̃21 = 𝑙𝑖𝑡 𝑡 𝑙𝑒, 𝛼̃22 = 𝑚𝑒𝑑𝑖𝑢𝑚, 𝛼̃23 = 𝑚𝑢𝑐ℎ, where the
ranges are fuzzy sets 𝐴̃21 = {(𝑥2, 𝜇𝐴̃21

(𝑥2))}, 𝐴̃22 = {(𝑥2, 𝜇𝐴̃22
(𝑥2))}, 𝐴̃23 = {(𝑥2, 𝜇𝐴̃23

(𝑥2))};
• the volume of goods and services export indicator 𝑥̃3 with values 𝛼̃31 = 𝑙𝑖𝑡 𝑡 𝑙𝑒,
𝛼̃32 = 𝑚𝑒𝑑𝑖𝑢𝑚, 𝛼̃33 = 𝑚𝑢𝑐ℎ, where the ranges are fuzzy sets 𝐴̃31 = {(𝑥3, 𝜇𝐴̃31

(𝑥3))},
𝐴̃32 = {(𝑥3, 𝜇𝐴̃32

(𝑥3))}, 𝐴̃33 = {(𝑥3, 𝜇𝐴̃33
(𝑥3))};

• the labor force indicator 𝑥̃4 with values 𝛼̃41 = 𝑙𝑖𝑡 𝑡 𝑙𝑒, 𝛼̃42 = 𝑚𝑒𝑑𝑖𝑢𝑚, 𝛼̃43 = 𝑚𝑢𝑐ℎ, where the
ranges are fuzzy sets 𝐴̃41 = {(𝑥4, 𝜇𝐴̃41

(𝑥4))}, 𝐴̃42 = {(𝑥4, 𝜇𝐴̃42
(𝑥4))}, 𝐴̃43 = {(𝑥4, 𝜇𝐴̃43

(𝑥4))}.
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The volume of foreign direct investment (net flows for the year, USD) was chosen as a clear
output variable ̃𝑦. It is a qualitative indicator.
The volume of foreign direct investment was chosen ̃𝑦 with its values ̃𝛽1 = 𝑙𝑖𝑡 𝑡 𝑙𝑒, ̃𝛽2 =

𝑚𝑒𝑑𝑖𝑢𝑚, ̃𝛽3 = 𝑚𝑢𝑐ℎ, where the ranges are fuzzy sets 𝐵̃1 = {(𝑦, 𝜇𝐵̃1(𝑦))}, 𝐵̃2 = {(𝑦, 𝜇𝐵̃42(𝑦))},
𝐵̃3 = {(𝑦, 𝜇𝐵̃3(𝑦))};

2.2. Fuzzy knowledge base formation

Fuzzy knowledge is represented as the following fuzzy rules that contain a linguistic output
variable 𝑅𝑛 ∶ IF 𝑥̃1 is 𝑎̃1𝑖 AND 𝑥̃2 is 𝑎̃2𝑗 AND 𝑥̃3 is 𝑎̃3𝑘 AND 𝑥̃4 is 𝑎̃4𝑝 then ̃𝑦 is 𝐵̃𝑚

In the case of linguistic variables specific values, fuzzy knowledge is presented in relational
form in table 1.

Table 1
Relational form of fuzzy knowledge representation.

The rule 𝑥̃1 𝑥̃2 𝑥̃3 𝑥̃4 ̃𝑦
𝑅1 𝛼̃11 𝛼̃21 𝛼̃31 𝛼̃41 𝛼̃1
𝑅2 𝛼̃12 𝛼̃21 𝛼̃31 𝛼̃41 𝛼̃1
𝑅3 𝛼̃13 𝛼̃21 𝛼̃31 𝛼̃41 𝛼̃2
𝑅4 𝛼̃11 𝛼̃22 𝛼̃31 𝛼̃41 𝛼̃2
... ... ... ... ... ...
𝑅81 𝛼̃13 𝛼̃23 𝛼̃33 𝛼̃43 𝛼̃3

2.3. Mamdani fuzzy inference mechanism formation

2.3.1. Fuzzification

We will determine the truth degree of each sub-condition of each rule, using the membership
function 𝜇𝐴̃𝑖𝑗

(𝑥𝑖).
As membership functions of sub-conditions, we chose:

• piecewise linear Z-shaped function, i.e.

𝜇𝐴̃𝑖1
(𝑥𝑖) = {

1, 𝑥𝑖 ≤ 𝑎𝑖
𝑏𝑖−𝑥𝑖
𝑏𝑖−𝑎𝑖

, 𝑎𝑖 < 𝑥𝑖 < 𝑏𝑖
0, 𝑥𝑖 ≥ 𝑏𝑖

, 𝑖 ∈ 1, 4

• piecewise linear Π-shaped function, i.e.

𝜇𝐴̃𝑖2
(𝑥𝑖) =

⎧
⎪⎪

⎨
⎪⎪
⎩

0, 𝑥𝑖 ≤ 𝑎𝑖𝑥𝑖−𝑎𝑖
𝑏𝑖−𝑎𝑖

, 𝑎𝑖 ≤ 𝑥𝑖 ≤ 𝑏𝑖
1, 𝑏𝑖 ≤ 𝑥𝑖 ≤ 𝑐𝑖

𝑑𝑖−𝑥𝑖
𝑑𝑖−𝑐𝑖

, 𝑐𝑖 ≤ 𝑥𝑖 ≤ 𝑑𝑖
0, 𝑥𝑖 ≥ 𝑑𝑖

, 𝑖 ∈ 1, 4
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• piecewise linear S-shaped function, i.e.

𝜇𝐴̃𝑖3
(𝑥𝑖) = {

0, 𝑥𝑖 ≤ 𝑐𝑖𝑥𝑖−𝑐𝑖
𝑑𝑖−𝑐𝑖

, 𝑐𝑖 < 𝑥𝑖 < 𝑑𝑖
1, 𝑥𝑖 ≥ 𝑑𝑖

, 𝑖 ∈ 1, 4,

where 𝑎𝑖, 𝑏𝑖, 𝑐𝑖, 𝑑𝑖 - membership function parameters.

2.3.2. Sub-condition aggregation

The condition membership functions for each rule 𝑅𝑛 are determined based on the minimum
value method:

𝜇⋃4
𝑖=1 𝐴̃𝑖,𝑓 (𝑛,𝑖)

(𝑥1, 𝑥2, 𝑥3, 𝑥4) = 𝑚𝑖𝑛
𝑖∈1,4

{𝜇𝐴̃𝑖,𝑓 (𝑛,𝑖)
(𝑥𝑖)} ,

where 𝑓 – a function that returns the value number of the 𝑖-th linguistic input variable of the
𝑛-th rule and is determined on the basis of table 1. For example, if the linguistic input variable
𝑥̃1 rules 𝑅81 matters 𝛼̃13, then 𝑓 (81, 1) = 3.

2.3.3. Activation of conclusions

The membership functions of the conclusion for each rule 𝑅𝑛 are determined based on the
minimum value method (based on the Mamdani rule):

𝜇𝐵̃𝑔(𝑛)(𝑦) = min {𝜇 ̃𝑈 4
𝑖=1𝐴𝑖,𝑓 (𝑛,𝑖)

(𝑥1, 𝑥2, 𝑥3, 𝑥4), 𝜇𝐵̃𝑔(𝑛)(𝑦)},

where 𝑔 – a function that returns the value number of the linguistic output variable of n-th rule
and determined on the basis of table 1.
For example, if the linguistic output variable ̃𝑦 of the rule 𝑅81 is ̃𝛽3, then 𝑔(81) = 3.
A piecewise linear triangular function was chosen as the membership functions of the

conclusions, i.e.

𝜇𝐵̃𝑚(𝑦) =
⎧⎪

⎨
⎪
⎩

0, 𝑦 ≤ 𝑒𝑚𝑦−𝑒𝑚
𝑢𝑚−𝑒𝑚

, 𝑒𝑚 ≤ 𝑦 ≤ 𝑢𝑚
𝑣𝑚−𝑦
𝑣𝑚−𝑢𝑚

, 𝑢𝑚 ≤ 𝑦 ≤ 𝑣𝑚
0, 𝑦 ≥ 𝑣𝑚

, 𝑚 ∈ 1, 3,

where 𝑒𝑚, 𝑢𝑚, 𝑣𝑚 – membership function parameters.
In the case of such a membership function, the kernel of each fuzzy set 𝐵̃𝑚 is:

ker 𝐵̃𝑚 = {𝑦 ∈ 𝑌 |𝜇𝐵̃𝑚(𝑦) = 1} = {𝑢𝑚}.

2.3.4. Aggregation of conclusions

The membership functions of the final conclusion are defined, which contains a linguistic output
variable based on the maximum value method:

𝜇𝐵̃𝑚(𝑌 ) = max
𝑛∈1,81

{𝜇𝐵̃𝑔(𝑛)(𝑦)}
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2.3.5. Defuzzification

The volumes of foreign direct investment are determined basedon the centroid method:

𝑦∗ =
∑𝑦∈𝑌 𝜇𝐵̃(𝑦)𝑦

∑𝑦∈𝑌 𝜇𝐵̃(𝑦)
, 𝑌 = {1, 2, 3}

3. Quality criterion for the proposed fuzzy expert system

The objective function is chosen as a quality criterion, representing the accuracy as probability
of correct foreign direct investment

𝐹 = 1
𝑃

𝑃
∑
𝑝=1

, [𝑦𝑝 = 𝑑𝑝] → max
𝜃

,

[𝑝 = 𝑞] = { 1, 𝑝 = 𝑞
0, 𝑝 ≠ 𝑞 ,

(1)

where 𝑑𝑝 – test foreign direct investment,
𝑦𝑝 – foreign direct investment received as a result of fuzzy inference,
𝑃 – number of test implementations,
𝜃 = (𝑎1, 𝑏1, 𝑐1, 𝑑1, ..., 𝑎4, 𝑏4, 𝑐4, 𝑑4, 𝑒1, 𝑢1, 𝑣1, ..., 𝑒3, 𝑢3, 𝑣3) – parameter vector of membership func-

tions.

4. Metaheuristic method based on an adaptive gravitational
search algorithm for determining the parameters of the
proposed fuzzy expert system

The particle velocity (not the gravitational constant) depends on the iteration number in this
method, which provides control over the convergence rate of the method, as well as providing
a global search at the initial iterations, and a local search at the final iterations. The parameter
vector of membership functions corresponds to the position vector of one particle 𝑥. The quality
criterion is used as the goal function (1).

1. Initialization.
1.1. Setting the gravitational constant G, the maximum number of iterations 𝑁, the

population size 𝐾, the length of the particle position vector 𝑀 (it corresponds to
the length of the parameter vector of membership functions and is equal to 25), the
minimum and maximum values for the position vector 𝑥min

𝑗 , 𝑥max
𝑗 , 𝑗 ∈ 1,𝑀, the

minimum and maximum values for the velocity vector 𝑣min
𝑗 , 𝑣max

𝑗 , 𝑗 ∈ 1,𝑀 .
1.2. The best position vector randomly generating 𝑥∗ = (𝑥∗1 , ..., 𝑥∗𝑀),

𝑥∗𝑗 = 𝑥min
𝑗 + (𝑥max

𝑗 − 𝑥min
𝑗 )𝑈 (0, 1),

where 𝑈 (0, 1) – a function that returns a uniformly distributed random number in a
range [0, 1].
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1.3. The initial population creation
1.3.1. Particle number 𝑘 = 1, 𝑃 = ∅.
1.3.2. A position vector at random 𝑥𝑘 generating 𝑥𝑘 = (𝑥𝑘1, ..., 𝑥𝑘𝑀),

𝑥𝑘𝑗 = 𝑥min
𝑗 + (𝑥max

𝑗 − 𝑥min
𝑗 )𝑈 (0, 1).

1.3.3. Random velocity vector 𝑣𝑘 generating 𝑣𝑘 = (𝑣𝑘1, ..., 𝑣𝑘𝑀),
𝑣𝑖𝑗 = 𝑣min

𝑗 + (𝑣max
𝑗 − 𝑣min

𝑗 )𝑈 (0, 1).
1.3.4. If (𝑥𝑘, 𝑣𝑘) ∉ 𝑃, then 𝑃 = 𝑃 ∪ {(𝑥𝑘, 𝑣𝑘)}, 𝑘 = 𝑘 + 1.
1.3.5. If 𝑘 ≤ 𝐾, then go to step 1.3.2.

2. Iteration number 𝑛 = 1.
3. The computation of the best and worst particle of a population from a target function

𝑙 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑘

𝐹(𝑥𝑘), 𝑥𝑏𝑒𝑠𝑡 = 𝑥𝑙,

𝑙 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑘

𝐹(𝑥𝑘), 𝑥𝑤𝑜𝑟𝑠𝑡 = 𝑥𝑙.

4. The computation of all particles masses.
5. The computation of the gravitational force acting between all pairs of particles

5.1. 𝑚𝑘 = 𝐺 𝐹(𝑥𝑘)−𝐹(𝑥𝑤𝑜𝑟𝑠𝑡)
𝐹 (𝑥𝑏𝑒𝑠𝑡)−𝐹(𝑥𝑤𝑜𝑟𝑠𝑡) , 𝑘 ∈ 1, 𝐾.

5.2. 𝑀𝑘 =
𝑚𝑘

∑𝐾
𝑠=1 𝑚𝑠

, 𝑘 ∈ 1, 𝐾.

6. The computation of the gravitational force acting between all pairs of particles

𝑓𝑘𝑙 = 𝐺
𝑀𝑘𝑀𝑙

𝑑(𝑥𝑘, 𝑥𝑙) + 𝜀
(𝑥𝑙 − 𝑥𝑘), 𝑘, 𝑙 ∈ 1, 𝐾,

where 𝑑(𝑥𝑘, 𝑥𝑙) – distance between particles 𝑘 and 𝑙 (e.g. Euclid distance).
7. The computation of the resulting force acting on all particles

𝑟𝑘𝑙 = 𝑈 (0, 1), 𝑘, 𝑙 ∈ 1, 𝐾

𝑓𝑘 =
𝐾
∑
𝑙 = 1
𝑙 ≠ 𝑘

𝑟𝑘𝑙𝑓𝑘𝑙, 𝑘 ∈ 1, 𝐾

8. Modification of the acceleration of all particles

𝑎𝑘 =
𝑓𝑘
𝑀𝑘

, 𝑘 ∈ 1, 𝐾

9. Speed modification of all particles

𝑟𝑘 = 𝑈 (0, 1), 𝑘 ∈ 1, 𝐾

𝑣𝑘 = 𝑟𝑘𝑣𝑘 + 𝑎𝑘, 𝑘 ∈ 1, 𝐾
10. Modification all of the particles’ position, taking into account the iteration number

10.1. 𝑥𝑘 = 𝑥𝑘 + 𝑣𝑘 (1 −
𝑛
𝑁) , 𝑘 ∈ 1, 𝐾

10.2. 𝑥𝑘𝑗 = max{𝑥min
𝑗 , 𝑥𝑘𝑗}, 𝑥𝑘𝑗 = min{𝑥max

𝑗 , 𝑥𝑘𝑗}, 𝑗 ∈ 1,𝑀, 𝑘 ∈ 1, 𝐾
11. If 𝑛 < 𝑁, then 𝑛 = 𝑛 + 1, go to step 3

The result is 𝑥∗.
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5. Numerical research

Numerical research was carried out using the Keras submodule of the TensorFlow module. The
Pandas module was used to fill in missing values through linear interpolation, as well as for
tabular data I/O operations. The Scikit-fuzzy module was used to create a fuzzy expert system.

The fuzzy expert system was researched using the World Bank economic indicators database
(https://databank.worldbank.org/home.aspx). The economic indicators of 145 countries for 10
years were used. The size of the original sample was 1450.
For the proposed adaptive gravity search algorithm, the gravity constant G was 100, the

maximum number of iterations was 1000, and the population size was 50.
The comparison results of the proposed fuzzy expert system with the operator are presented

in table 2.

Table 2
Comparison results of the proposed fuzzy expert system with an operator.

Accuracy
fuzzy expert system operator

0.98 0.8

The comparison results of the proposed fuzzy expert system with the proposed meta-heuristic
adaptive gravitational search algorithm (AGSA) and the traditional meta-heuristic adaptive
gravitational search algorithm (AGSA) operator are presented in table 3.

Table 3
Comparison results of the proposed fuzzy expert system of the proposed meta-heuristic and the tradi-
tional meta-heuristic.

Accuracy
GSA AGSA
0.93 0.98

Table 4
Comparison results of the proposed fuzzy expert system based on the back-propagation method and
proposed meta-heuristic.

Accuracy
BP AGSA
0.90 0.98

Figure 1 shows the accuracy for the proposed fuzzy expert system trained based on the
proposed meta-heuristic adaptive gravitational search algorithm (AGSA) and on the proposed
meta-heuristic gravitational search algorithm (GSA).
The comparison results of the proposed fuzzy expert system trained on the basis of back-

propagation (BP) and the proposed meta-heuristic adaptive gravitational search algorithm
(AGSA) are presented in table 4.
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Figure 1: Accuracy of the proposed fuzzy expert system with GSA and AGSA.

Figure 2 shows the accuracy for the proposed fuzzy expert system trained on the basis of
back-propagation (BP) and the proposed meta-heuristic adaptive gravitational search algorithm
(AGSA).

Figure 2: Accuracy of the proposed fuzzy expert system with BP and AGSA.

Figures 3-7 shows the membership functions for the values of linguistic variables 𝑥̃1, 𝑥̃2, 𝑥̃3,
𝑥̃4 and 𝑦.

6. Discussion

The traditional non-automatic approach to assessing the foreign direct investment effectiveness
reduces the accuracy of a correct assessment (table 2). The proposed method eliminates this
disadvantage.
The traditional method of the gravitational search algorithm ignores the iteration number

during the particle position calculating; this reduces the accuracy of finding a solution (table 3);
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Figure 3: Membership functions for linguistic variable values 𝑥̃1.

Figure 4: Membership functions for linguistic variable values 𝑥̃2.

requires a large number of parameters associated with the gravitational constant calculating.
The proposed method eliminates these shortcomings.

The traditional approach to training a fuzzy expert system based on back propagation reduces
the probability of correct estimation (table 4). The proposed method eliminates this disadvantage.

7. Conclusions

This section presents the key outcomes and contributions of the research, highlighting the
insights gained and the novel methodologies developed:

1. Exploration of Relevant Methods: The study delved into the landscape of optimization
methods and expert systems within the realm of foreign direct investment decision-
making. The findings underscored the potency of employing fuzzy expert systems,
parameterized through contemporary metaheuristic techniques.

2. Development of Fuzzy Expert System: A novel fuzzy expert decision support system
for foreign direct investment has been conceived. This innovative system streamlines

56



Figure 5: Membership functions for linguistic variable values 𝑥̃3.

Figure 6: Membership functions for linguistic variable values 𝑥̃4.

operator-computer interactions by integrating qualitative indicators, facilitating parame-
ter identification through the proposed swarm metaheuristics.

3. Introduction of Quality Criterion: A bespoke quality criterion has been introduced,
tailored to the nuances of the newly devised fuzzy expert system. This criterion enables a
comprehensive assessment of decision accuracy.

4. Creation of Adaptive Swarm Metaheuristic Algorithm: An adaptive swarm meta-
heuristic algorithm, founded on the principles of the gravitational search algorithm, has
been crafted. This algorithm boasts the capability to regulate convergence rate, execute
global exploration in initial iterations, and transition to local exploration in later iterations
via adaptive particle velocity control.

5. Empowering Decision Technology: The amalgamation of the swarm metaheuristic
optimization method with the fuzzy expert system furnishes a means to infuse sophisti-
cation into foreign direct investment decision-making technology. This intellectualized
approach holds significant promise in enhancing decision accuracy and effectiveness.

6. Future Prospects: The envisioned trajectory involves subjecting the proposed method
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Figure 7: Membership functions for linguistic variable values ̃𝑦.

and system to more extensive testing using a broader array of test databases. This step is
pivotal in validating the method’s robustness and efficacy in diverse scenarios.
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This paper investigates the impact of intangible assets on the financial performance of Slovak ICT
companies in the context of the knowledge economy. The paper uses a panel data regression analysis to
test the hypothesis that intangible assets have a significant positive effect on four indicators of financial
performance: Return on Assets, Net Profit Margin, Assets Turnover, and Return on Equity. The paper
analyzes a sample of 180 Slovak ICT companies for the period 2015–2019, using eight independent
variables: Research and Development Intensity, Research and Development Intensity Squared, Software,
Intellectual Property Rights, Acquired Intangible Assets, Leverage, Size, and Dummy variable for ICT
sub-sectors. The paper applies various tests to select the appropriate estimation method and to check the
adequacy of each model. The results partially confirm the hypothesis, as only Research and Development
Intensity, Research and Development Intensity Squared, and Acquired Intangible Assets have a significant
positive impact on some indicators of financial performance. The paper also finds that the influence
of intangible assets varies depending on the type and measure of financial performance. The paper
contributes to the literature on intangible assets and financial performance by providing empirical
evidence from Slovak ICT companies. The paper also provides some implications for managers and
policymakers to improve their intangible investment policy.
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1. Introduction

Over the past few decades, extensive discourse among researchers has centered on the evolving
role of various types of capital in shaping the economic value and sustainability of enterprises,
paving the way for their enduring success. Particularly noteworthy is the recognition of
intellectual capital’s pivotal role in this metamorphosis, influenced by shifts in production focus
and management strategies. This shift is marked by a transition from the conventional emphasis
on physical capital and labor to a spotlight on intellectual capital and the exchange of ideas,
buoyed by intellectual property rights, particularly patents for their integration with technology
[2, 3, 4, 5]. In this transformative landscape, the valuation and profitability of enterprises are
increasingly tethered to their adeptness in harnessing their innovative potential and capitalizing
on their intangible assets. Against the backdrop of overcoming the COVID-19 pandemic’s
repercussions [6, 7] and the global implementation of proactive sanctions strategies, which
have led to reduced trade in conventional goods and services, the role of unique intellectual
technologies in anchoring stable enterprise value gains prominence.

This new paradigm necessitates a growing reliance on national intellectual capital to fortify
the economies of developed nations. Moreover, for numerous enterprises, financial performance
hinges on the judicious crafting of policies that foster both the creation of novel intangible
assets and the efficient utilization of existing ones. This involves their seamless integration into
enterprise operations, fostering effective partnerships, governance, and control. In this context,
enterprises frequently encounter network effects and an elevated exposure to market and
technological risks. Consequently, a recalibration of business strategies becomes imperative,
encompassing initiatives that leverage intangible assets to their strategic advantage. This
is especially pertinent for high-tech entities, characterized by their substantial reliance on
intangible assets to develop innovative technological products and services.

In light of these economic transformations, the quest for fresh theories and strategies is
imperative to underpin informed decisions and management conduct in enterprises rich in
intangible assets. A pertinent avenue of investigation is the impact of intangible assets on
companies’ financial performance, specifically focusing on the context of Slovak enterprises
operating in the information and communications technology (ICT) sector. These companies,
encompassing those engaged in information processing, storage, transfer, production of com-
puting and telecommunication devices, and related services, epitomize high-tech enterprises.
Their value creation processes are intrinsically linked to the efficient utilization of intangible
assets. Investments in high-tech intangible assets within the ICT sector hold the promise of
enhancing their financial metrics. However, as Huňady et al. [8] have indicated, Slovakia still
exhibits a limited presence of business Research and Development (R&D) in the ICT sector. This
suggests a cautious approach to intangible investments among Slovak ICT companies, possibly
due to perceived risks and uncertainties surrounding their potential returns. Consequently, to
mitigate such risks and uncertainties and to formulate an effective intangible investment policy,
it becomes paramount to ascertain the intricate relationships between diverse intangible asset
categories and various financial performance metrics.

Over the last decade, the Slovak Republic has witnessed vigorous development in its ICT
sector. The number of individuals employed in the information and communication technology
services sector surged from 28,905 in 2009 to 53,676 in 2019 [8], underscoring a near doubling of
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the workforce over the span of a decade. Reflecting this expansion, the ICT sector’s contribution
to the country’s Gross Domestic Product (GDP) reached 4.2%, exerting significant influence on
related industries as well. Endowed with numerous advantages, including high adaptability
to enterprise activities, elevated value addition, well-established educational infrastructure,
robust institutional networks, diversification in the telecommunications segment, strategic
geographical positioning, extensive data and network coverage, and attractive investment
incentives, the ICT sector garners substantial investor interest [9]. The Slovak government’s
active support for the sector, as evidenced by the provision of incentives such as tax reliefs,
cash grants, job creation contributions, discounted real estate transactions, and a favorable
R&D tax regime, further amplifies its allure [9]. Hence, examining the impact of intangible
assets on the financial performance of Slovak ICT firms, within this conducive environment,
assumes particular significance. Such an investigation can illuminate avenues for developing
and fine-tuning intangible investment policies to enhance the financial performance of these
companies.

Given the pivotal role of intangible assets in shaping the efficiency of high-tech enterprises,
a research hypothesis has been formulated. This study hypothesizes a significant positive corre-
lation between intangible assets and the financial performance of ICT companies. Recognizing
that the strength of this influence may also vary based on company size, levels of borrowed
capital, and sub-sector categorization within the ICT industry, the analysis of the impact of
intangible assets on financial performance takes into account these factors. The resulting
insights are expected to inform recommendations for Slovak ICT companies’ intangible asset
investment decisions.

2. Theoretical background

Problems of influence of intangible assets in their broad (economic) understanding on financial
performance of high-tech companies are paid considerable attention of academicians. First
of all, this is conditioned by the decisive role of intellectual capital for such enterprises in the
context of the development of knowledge economy, which is based on ideas, R&D, innovations
and technological progress. Scientists analyze of the impact of different intangible values on
financial performance: intangible assets (the concept of IAS 38 [10]), intellectual capital (as
a combination of human, organizational, and client capital), or separate components of two
data. These studies cover different types of enterprises from different countries of the world,
which represent different sectors of the economy. Since intellectual capital includes, to the most
extent, all intangible assets that are the result of human intellectual activity, this article also
analyzes the impact of intellectual capital and its components on the financial performance
of ICT companies. In addition, a number of researchers are conducting studies of the impact
of intangible assets both on individual components of financial performance, in particular, on
profitability, and on broader categories, in particular, on total performance of the company or
companies value.

Table 1 lists the number of articles and their quotations, which reveal the relationship between
“Intangible assets” / “Intellectual capital” and “Financial performance” in science-based databases
of Scopus, Web of Science and Google Scholar.
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Table 1
Number of scientific articles by direction of researches and their quotations in academic literature for
the period 2018–2022 as of July 01, 2022 (via Scopus, Web of Science and Google Scholar databases).

Results found Sum of the times cited
Searching phrases Scopus Web of Google Scopus Web of Google

Science Scholar Science Scholar
“Intangible assets” and 161 576 21 894 16100 38
“Financial performance”
“Intellectual capital” and 329 970 494 2530 13904 2235
“Financial performance”

The results of analysis of scientific databases are obtained (table 1) testify to the existence of
a considerable number of publications in this direction of researches, as well as their influence
on scientific works of other authors, which is confirmed by a considerable number of references
to data of other authors and their constant growth from year to year. The cluster analysis of
the key words of the articles from the databases of the Scopus and Web of Science on the basis
of the use of VOSviewer allowed to confirm this conclusion. There was also a large number of
publications that examined the impact of structural elements of intangible assets or intellectual
capital (research and development, intangible resources, customer capital, structural capital,
human capital, social capital, relational capital) on financial performance (figure 1). In addition,
publications have been identified that investigate the impact of intangible assets or intellectual
capital on other types of indicators that characterize the performance of the enterprise – firm
performance, business performance, corporate performance, firm value, effectiveness, efficiency,
profitability, ROA, competitive advantage etc. (figure 2).

Little attention is paid directly to the issue of impact of intangible values on financial perfor-
mance of ICT companies, although the presence of significant positive relationships between
with two variables is confirmed in the vast majority of results. Gan and Saleh [11] studied the
connection between intellectual capital components of corporate performance among high-tech
companies listed on Bursa Malaysia, in particular, profitability, and productivity. Based on the
use of regression analysis, it was found that companies with larger intellectual capital as a rule
have better profitability (ROA) and more efficient productivity (ATO).

Li and Wang [12] investigated the impact of different intangible assets (R&D expenditure,
employee benefit, sales training) on profitability indicators (ROA) of Hong Kong Listed IT
companies using regression analysis. They found a positive relationship between intangible
assets and ROA.

Dženopoljac et al. [13] examined the role of intellectual capital and its key components in
provision for financial performance (ROA, ROE, ROIC, ATO) of Serbian ICT sector companies
during 2009–2013. They used Value-added intellectual coefficient (VAIC) as a measure of the
IC contribution to value creation. The results obtained by the authors revealed that only one
component of VAIC – CEE (capital-employed efficiency) had a significant impact on financial
performance indicators, except for the indicator ROIC. Khan [14] also used VAIC as firms intan-
gibility measure when analyzed the impact of intellectual capital on the financial performance of
the 51 Indian IT companies for the period 2006–2016. He found a significant positive association
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Figure 1: Bibliometric map of publications’ keywords on the query “Intangible assets”, “Intellectual
capital” and “Financial performance” according to Scopus database in 2018–2022.

of VAIC with profitability, and an insignificant relationship with productivity, and significant
positive association of CEE with profitability and productivity of Indian IT companies.

Zhang [15] analysed the relationship between degree of intangible assets and profitability
for 17 Chinese listed telecommunication firms’ for the period from 2014 to 2016. He found
a positive and significant effect of Intangible assets ratio on ROA. Also, he emphasized the
possibility of the inaccuracy of the obtained results due to the conservative nature of Chinese
accounting standards rules in measuring intangible assets.

Huňady et al. [8] examined the role of innovations in performance of ICT sector companies
from 24 countries during the years 2008–2016. Using regression analysis for macro-level data,
they found positive effect of R&D expenditure on apparent labour productivity and value added
in ICT sector.

Qureshi and Siddiqui [16] analyzed an effect of intangible assets on financial performance
(ROA, ROE, ROIC, ATO and NPM) of the 80 global technology firms for the period from 2015 to
2018. They confirmed a significant negative effect of intangible assets on ROE, ROIC, ATO, and
insignificant positive impact on companies’ profitability. Moreover, the force of this influence
considerably varies depending on the country’s innovative development.

Lopes and Ferreira [17] also investigated the impact of intangibles on the performance
indicators of major world technological firms (Turnover, ROA, ROE, ROS, EPS), have received
evidence of existence of negative correlation between all intangible variables, control variables
(Size, Leverage) with ROA. These conclusions are also confirmed by Sundaresan et al. [18], who
investigated the impact of intangible assets on financial performance of 38 Taiwanese listed
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Figure 2: Bibliometric map of publications’ keywords on the query “Intellectual capital” and “Financial
performance” according to Web of Science database in 2018–2022.

technology firms for the period 2015–2019. The authors also revealed the existence of a lack of
a significant relationship between intangible assets and ROA, but found significant influence
of size on ROA. At the same time, they confirmed significant impact of intangibles on ROE.
The results of the ROA received by Lopes and Ferreira [17], Sundaresan et al. [18] are in direct
contradiction with most of the conclusions obtained by the authors who studied impact of
intangibles on performance of ICT companies.

Radonić et al. [19] studied the role of intellectual capital components (human, relational,
structural and innovation capital) in ensuring the achievement of financial performance in-
dicators (ROA, ROE, Net Profit, etc.) of South-East Europe IT industry companies. In their
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study, as a theoretical background they used a resource-based view on intellectual capital,
which involves analyzing the impact of its individual components on financial performance
indicators. In particular, the authors established that innovation capital has the strongest impact
and human capital has an indirect impact on the financial performance of IT companies. A
similar resource-based approach was also used by Serpeninova et al. [20], who as a result of a
study of the impact of intellectual capital on the profitability of Slovak software development
companies (ROA, NPM, GPM, EBITM) found an absence of a significant relationship between
them. The authors considered the main reason for this to be the imperfection of the current
accounting standards, for instance, IAS 38, in terms of criteria for recognizing and evaluating
the intellectual capital of enterprises.

The analysis of studies on the issues of the research made it possible to establish the existence
of mutually contradictory evidence regarding the impact of intangible assets on the financial
performance. In general, this does not allow the management of enterprises to effectively
control intangible values aimed at creating internal value, and for investors – to receive clear
signals for making effective investments. Considering the above, the following objectives were
formulated: to measure the relationship between intangible assets and the financial performance
of Slovak ICT companies; to investigate which components of intangible assets have the most
significant or insignificant impact on the financial performance of Slovak ICT companies; to
form recommendations for improving the investment policy of ICT companies, based on the
level of significance of the elements of intangible assets from the point of view of increasing
financial results.

3. Data and methodology

3.1. Sample selection

To determine whether intangible assets stimulate financial performance, was analyzed sample
of 180 Slovak ICT companies for the period 2015–2019. In particular, the panel data information
from financial statements of such enterprises, available in the open access, as well as the
information from database “FinStat” was used to form panel data. Only those companies, for
which the necessary information for the 5-year period was available, were included in the
sample. The selected 180 companies provide a valid and complete set of data in order to carry
out relevant statistical analysis.

Investigated enterprises proceeding from EU Economic Activity Classification and from
the SK NACE 2 classification belongs to group 26 “Manufacture of computer, electronic and
optical products”, includes direct production of computers, computer peripheral equipment
(input device, output device, input/output device), communication equipment (public switch-
ing equipment, transmission equipment, customer premises equipment), measuring, medical,
navigation, radio, optical and other electronic equipment, as well as production of various
types of accessories for such products (electrical boards, magnetic and optical media, etc.). In
order to take into account the influence sub-sectors affiliation on financial performance of ICT
companies two groups were allocated in their composition. The first group included enterprises
dealing with the production of different types of electronics and components, and the second
group involved enterprises producing communication equipment and components.
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Based on the form of ownership, most of the companies investigated – 160, companies
with limited liability, 16 – is a joint-stock company, 2 – production cooperative, 1 – limited
partnership, 1 – general partnership. By type of ownership, the companies investigated are
divided as follows: private domestic – 64%; foreign – 21%; international with a predominant
private sector – 13%; cooperative – 1%; state – 1%.

3.2. Variables

In the research for characteristics of financial performance of ICT companies were used four
dependent variables – Return on Assets, Net Profit Margin, Return on Equity, Assets Turnover,
and used in their work by researchers for simiral empirical analysis of the relationship between
intangibles values and company financial performance [11, 13, 16, 18, 19, 20]. For explanation of
a relation between intangible assets and financial performance of ICT companies used intangible
assets variables – Research and Development Intensity, Research and Development Intensity
Squared, Software, Intellectual Property Rights, Acquired Intangible Assets. The election of
such independent variable is justified by the financial statements of Slovak ICT companies in the
disclosure of information about intangible assets. As it was revealed by Huňady et al. [8], the
firm’s ICT sector account for significant share of total business R&D expenditure in economy in
most countries. Therefore, in the analysis impact of intangible assets on financial performance
of ICT sector an important role should be assigned to R&D indicators. As a result, the study
does not use the indicator of R&D costs but uses two calculation ratios that characterize the
R&D of the companies. In addition, based on previous studies [21, 22, 20] in our study used
three control variables – Leverage, Size and Dummy variable for ICT sub-sectors. Use of these
variables will allow to control for a significant effects of company size, level of borrowing capital,
and unseen role of ICT sub-sectors affiliation.

Types, calculation procedures, and abbreviations used in the Variables study are shown in
table 2.

The dynamics of four indicators, that characterize financial performance of Slovak ICT
companies (ROA, NPM, ROE, ATO) for the period 2015–2019 showed in figure 3.

Figure 3 displays the change in time of financial performance indicators for the 2015–2019
period. It allows to identify a number of common trends: Simultaneous growth in all indi-
cators for 2017–2018 years; decrease in ATO, ROA and NPM indicators for 2015–2016 years,
their growth in 2016–2018 years, as well as their simultaneous decrease in 2018–2019; during
2018–2019 years only growth of ROE indicator occurs. In general, common behavior was found
for ATO, ROA and NPM, as well as almost completely different behavior of ROE compared to
these indicators.

4. Research models

To understand the relationship between intangible assets and financial performance indicators,
this study examined four following models:

Model 1: ROA𝑖𝑡 = 𝛼 + 𝛽1 ⋅ RDI𝑖𝑡 + 𝛽2 ⋅ RDI2𝑖𝑡 + 𝛽3 ⋅ SOFT𝑖𝑡 + 𝛽4 ⋅ IPR𝑖𝑡 + 𝛽5 ⋅AIA𝑖𝑡 + 𝛽6 ⋅ LEV𝑖𝑡 +
𝛽7 ⋅ l_SIZE𝑖𝑡 + 𝛽8 ⋅ DVICTSS𝑖𝑡 + 𝜖𝑖𝑡
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Table 2
Variable definitions and abbreviations.

Variable Calculation (Source) Abbreviation
Dependent Variables

Return on Assets Net turnover / Total Assets ROA
Net Profit Margin Net profit / Total Sales NPM
Assets Turnover Total Sales / Total Assets ATO
Return on Equity Net profit / Total Equity ROE

Independent Variables
Intangible Assets Variables

Research and Development Intensity Capitalized R&D Costs / Total Sales RDI
Research and Development Intensity Squared Squared function of RDI RDI2

Software Software (Intangible Asset) SOFT
Intellectual Property Rights Valuable Intellectual Property Rights IPR
Acquired Intangible Assets Acquired long-term intangible assets AIA

are charged until the time of their use
Control Variables

Leverage Total liabilities / Total Assets LEV
Size Logarithm of Total Assets l_SIZE

Dummy variable for ICT sub-sectors 1 for electronic producers, DVICTSS
0 for communication producers

Figure 3: Dynamics of financial performance indicators of Slovak ICT companies for the 2015-2019
period.
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Model 2: NPM𝑖𝑡 = 𝛼 + 𝛽1 ⋅ RDI𝑖𝑡 + 𝛽2 ⋅ RDI2𝑖𝑡 + 𝛽3 ⋅ SOFT𝑖𝑡 + 𝛽4 ⋅ IPR𝑖𝑡 + 𝛽5 ⋅AIA𝑖𝑡 + 𝛽6 ⋅ LEV𝑖𝑡 +
𝛽7 ⋅ l_SIZE𝑖𝑡 + 𝛽8 ⋅ DVICTSS𝑖𝑡 + 𝜖𝑖𝑡

Model 3: ATO𝑖𝑡 = 𝛼 + 𝛽1 ⋅ RDI𝑖𝑡 + 𝛽2 ⋅ RDI2𝑖𝑡 + 𝛽3 ⋅ SOFT𝑖𝑡 + 𝛽4 ⋅ IPR𝑖𝑡 + 𝛽5 ⋅AIA𝑖𝑡 + 𝛽6 ⋅ LEV𝑖𝑡 +
𝛽7 ⋅ l_SIZE𝑖𝑡 + 𝛽8 ⋅ DVICTSS𝑖𝑡 + 𝜖𝑖𝑡

Model 4: ROE𝑖𝑡 = 𝛼 + 𝛽1 ⋅ RDI𝑖𝑡 + 𝛽2 ⋅ RDI2𝑖𝑡 + 𝛽3 ⋅ SOFT𝑖𝑡 + 𝛽4 ⋅ IPR𝑖𝑡 + 𝛽5 ⋅AIA𝑖𝑡 + 𝛽6 ⋅ LEV𝑖𝑡 +
𝛽7 ⋅ l_SIZE𝑖𝑡 + 𝛽8 ⋅ DVICTSS𝑖𝑡 + 𝜖𝑖𝑡

where: ROA, NPM, ATO, ROE – dependent variables, where 𝑖 is entity and 𝑡 is time;
𝛼 – Identifier;
𝜇 – Variance introduced by the unit-specific effect for unit 𝑖;
𝛽 – Regression coefficient;
RDI, RDI2, SOFT, IPR, AIA – independent intangible variables, LEV, l_SIZE, DVICTSS –

independent control variables;
𝜖𝑖𝑡 – error term.
Figure 4 shows the conceptual framework of the study.

Figure 4: Conceptual framework of the study.

5. Results

5.1. Descriptive statistics and correlations

The descriptive statistics (observation, mean, median, standard deviation, minimum, maximum)
of a full sample are presented in table 3.

From table 3 it can be observed that the full sample is measured with 180 units. The largest
deviations in variables are related to SOFT (5,95⋅104), IPR (2,89⋅104), AIA (1,61⋅105) and ROE
(4,30). Large differences between the minimum and the maximum values of ROA, ATO, and
ROE show that the financial performance levels of ICT companies are quite distinct. For some
variables (ATO, LEV, IPR, AIA, l_SIZE) the mean value is greater than the standard deviation
value, as a result, the data in these variables have a small distribution. ROA, NPM, and ROE
have a higher standard deviation than their mean. This indicates a relatively large set of ratios
that will characterize the normal distribution curve and will not be outliers. The closeness of
the mean (13,5) and median (13,3) values for l_SIZE indicates a high level of symmetry in the
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Table 3
Descriptive statistics of variables (based on observations 1:1 – 180:5).

Variables Observation Mean Median St. Dev. Minimum Maximum
ROA 180 1,51 1,27 1,52 2,75e-005 24,9
NPM 180 -0,0325 0,00798 0,501 -6,80 2,97
ATO 180 1,70 1,39 1,61 6,88e-005 24,6
ROE 180 3,81 2,33 4,30 0,000120 38,2
LEV 180 0,438 0,429 0,265 0,000 0,988
RDI 180 0,129 0,000 0,652 -0,0346 9,91
RDI2 180 0,442 0,000 4,96 0,000 98,2
SOFT 180 2,00⋅104 0,000 5,95⋅104 0,000 5,18⋅105
IPR 180 8,27⋅103 0,000 2,89⋅104 -2,57⋅104 2,67⋅105
AIA 180 2,00⋅104 0,000 1,61⋅105 0,000 3,20⋅106

l_SIZE 180 13,5 13,3 2,00 8,35 18,9

distribution of range values, that is, the size of the studied enterprises. The mean value of the
LEV ratio is 0,438, and this means that approximately 44% of the total assets of ICT companies
are financed through borrowed resources.

In general, correlation matrix of variables used in Models 1-4 (figure 5), testifies to absence
multicollinearity problem, since in most cases, the correlation coefficient is less than 0,5 (–0,5).
The only exception is the high correlation coefficient between variables RDI and RDI2 (0,9), which
is understandable given that RDI2 is a squared function of RDI. However, as Özkan [23] notes,
the practice of applying such mutually-correcting indicators is normal in the regression analysis
performed to check the effect of interrelated variables on financial performance indicators. In
particular, simultaneous use in regression models of variables RDI and RDI2 allows to detect
presence U-inverted relation between R&D and financial performance of a company.

5.2. Selection of estimate panel data parameter

The choice of estimate panel data parameter for each of the selected models plays an important
role in the regression analysis of panel data. This parameter should be adequately correlated
with the data used in the corresponding model. Proceeding from F-statistics test for Model
1 F(179; 712) = 1,17767 with p-value 0,0766456, which is more than 0,05 and confirms null
hypothesis in relation to pooled OLS model. The need for such a choice estimate parameter for
Model 1 also confirmed the application Breusch-Pagan test, according to which chi-square (1) >
2,04561 p-value = 0,152645, which is larger than 0.05 and confirms zero hypotheses. The use
of F-statistics test and Breusch-Pagan test also confirmed the need for use pooled OLS model
as a quality estimate parameter for Model 2. For Model 3 after application F-statistics test it
was received F(179; 712) = 1,23387 with p-value 0,0331413, that is less than 0,05 and testifies to
the adequacy of application Fixed effects method (FEM). However, this conclusion is refuted as
a result Breusch-Pagan test, according to chi-square (1) > 3,58479 p-value = 0,0583107, which
is larger than 0,05 and confirms zero hypothesis of adequacy pooled OLS model. Considering
the results Hausman test (p-value = prob(chi-square (8) > 4,34179) = 0,825045), according to
which more appropriate is the application of Random effects method (REM) than FEM, for
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Figure 5: Correlation matrix of variables used in Models 1-4 (calculated via GRETL software package).

Model 3 more appropriate also consider the application of pooled OLS model. For Model 4 after
application of F-statistics test F(179; 712) = 1,32394 of p-value 0,00693691, which is less than
0,05 and shows the adequacy of application of FEM. This is the test followed by the p-value =
P(chi-square (1) > 6,04321) = 0,0139599.

5.3. Assumption test results

To verify the adequacy of the Panel data for Models 1-4 that is collected about ICT companies,
it should be diagnosed using Normality test, Autocorrelation test and Heteroscedasticity test.
Normality test for all Models 1-4 allowed to detect abnormal distribution of the error. For
example, for Model 1 for chi-square (2) = 4119,75 p-value = 0, which is less than 0,05, and does
not confirm zero hypotheses about the normal distribution of balances. Review null hypothesis
about no first-order autocorrelation based on usage Wooldridge test for autocorrelation allowed
to confirm it for all four models. In particular, for all Models 1-4 p-value it is more than 0,05
(0,73367; 0,923389; 0,193049; 0,227822), confirming null hypothesis. White test was used to
check the heteroscedasticity of a models 1–3. Since the obtained p-value for each of the three
models (0,284134; 0,999935; 0,421088) is more than the critical value, the zero hypothesis about
the absence of heteroscedasticity is forgiven. For Model 4 with estimate parameter FEM was
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applied non-parametric Walk test, which also was established the presence of heteroscedasticity.
In particular, chi-square(180) = 78593,1 p-value = 0 was received. Since p-value is less than 0,05,
there is an inhomogeneous observation and a different variance of a Model 4 random error,
which confirms the existence of heteroscodesticity.

To solve the problem of inadequacy of all Models 1–4 used by this data due to the problem
of improper distribution of the error and heteroscedasticity, the use of robust estimators is
proposed. They help minimize or eliminate impact of outliers in a Models 1-4, improving the
results of panel data regression analysis. Practice of use robust standard errors in regression
analysis was also used in research of scientists who study the impact of intangible assets and
their components on the performance of enterprises [23, 20].

5.4. Panel data regression results

Model 1 (ROA). Tables 4–5 show the results of regression analysis performed using pooled
OLS model. They show how the independent variable will affect the dependent variable, which
of the regressions have significant influence, force and direction of such influence.

Table 4
Model 1 (ROA). Pooled OLS model (Robust standard errors), using the observations 1–900.

Variable Coefficient Standard error z P-value Significance by t-statistics
const 1,83324 0,632512 2,898 0,0038 ***
RDI −1,16410 0,157720 −7,381 <0,0001 ***
RDI2 0,110937 0,0175566 6,319 <0,0001 ***
SOFT 1,65440⋅10−6 5,38521⋅10−7 3,072 0,0021 ***
IPR 1,34184⋅10−6 9,24827⋅10−7 1,451 0,1468
AIA −4,98766⋅10−7 1,38889⋅10−6 −3,591 0,0003 ***
LEV −0,137738 0,214780 −0,6413 0,5213

l_SIZE −0,0379800 0,0454674 −0,8353 0,4035
DVICTSS 0,168307 0,105500 1,595 0,1106

Note: *** Significant at the 1% level.

Table 5
Model 1 (ROA). Pooled OLS model (Robust standard errors), using the observations 1–900.

Indicator Value Indicator Value
Mean dependent var. 1,511304 S.D. dependent var. 1,524745
Sum squared resid. 1991,445 S.E. of regression 1,495014

R-squared 0,047173 Adjusted R-squared 0,038618
F(8, 179) 21,20706 P-value (F) 1,86⋅10−22

Model 1 can be interpreted through the following equation:
̂𝑦 = 1, 83324− 1, 16410 ⋅ 10−6𝑥1 +0, 110937𝑥2 +1, 65440 ⋅ 10−6𝑥3 +1, 34184 ⋅ 10−6𝑥4 −4, 98766 ⋅

10−7𝑥5−0, 137738𝑥6−0, 0379800𝑥7+0, 168307𝑥8 where: ̂𝑦 – ROA; 𝑥1 – RDI; 𝑥5 – AIA; 𝑥2 – RDI2;
𝑥6 – LEV; 𝑥3 – SOFT; 𝑥7 – l_SIZE; 𝑥4 – IPR; 𝑥8 – DVICTSS.
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Based on the results of the regression analysis, const, RDI, RDI2, SOFT and AIA are statistically
significant (there are stars in the last column of table 4), having the highest level of significance
at the 1% level. Accordingly, these indicators have the highest impact on ROA. In addition
to RDI and AIA, other significant indicators have a direct impact on ROA and RDI and AIA
are rotating. The presence of a different direction of influence in RDI and RDI2 indicates the
presence of U-inverted relationship between R&D and ROA [24]. Similar U-inverted behavior
is common to most of the costs of non-material nature, in particular, social and environmental
costs [25]. The results also show that there is no significant influence of control variables (Lev,
l_SIZE, DVICTSS) on ROA.

The overall content of the regression coefficient of Model 1 is that with an increase of 1
directly influencing the ROA, the last increase in the ratio will be increased. For example, if
SOFT is increased by 1, the ROA will increase by 1,65440 ⋅1006. And for indicators that have a
positive impact on ROA, their increase by 1 for ICT enterprises will result in corresponding
decrease of ROA (depending on the coefficient of regression).

Table 5 indicates that the coefficient of determination (R-squared) of Model 1 is 0,047173.
This means only that 4,7% of the variation of ROA can be explained by the variation of the
independent variables (const, RDI, RDI2, SOFT, IPR, AIA, LEV, l_SIZE, DVICTSS).
Model 2 (NPM). Model 2 can be interpreted through the following equation:
̂𝑦 = −0, 274718+0, 0626252𝑥1−0, 00669466𝑥2−5, 13111 ⋅ 10−8𝑥3+2, 00654 ⋅ 10−7𝑥4−5, 88982 ⋅

10−8𝑥5 − 0, 0630010𝑥6 + 0, 0269143𝑥7 − 0, 0517929𝑥8
where: ̂𝑦 – NPM; 𝑥1 − 𝑥8 – the same as in Model 1.
Based on table 6, the most significant effect on NPM is changed to l_SIZE. Accordingly,

with the growth of the enterprise volume by 1 increases the value of the NPM indicator by
0,0269143. Significant at the 5% level in NPM explanation have regressors const, RDI, RDI2
and AIA. Also significant at the 10% level is the DVICTSS regression, which has an indirect
effect. Indirect effects on NPM are also affected by the RDI2 and AIA indicators. This means
that, as investments in such types of intangible assets increase, the corresponding (depending
on the regression coefficient) reduction of the dependent variable will occur. By comparing the
coefficient of Model 2 with RDI and RDI2, it is possible to note the existence of the upper limit
of investments in R&D of Slovak ICT companies, after which their negative impact on NPM
will already be observed.

Table 7 indicates that the R-squared of Model 2 is 0,01, a very low value and does not allow
to speak about the significant role of intangible assets in NPM provision. This means that 1,33%
of the variation of the NPM can be explained by the variation of regressors.
Model 3 (ATO). Model 3 can be interpreted through the following equation:
̂𝑦 = 2, 80330−1, 42622𝑥1−0, 134772𝑥2+2, 76920⋅10−6𝑥3+4, 61116⋅10−6𝑥4−4, 38715⋅10−7𝑥5−

0, 139781𝑥6 − 0, 0951285𝑥7 + 0, 150857𝑥8
where: ̂𝑦 – ATO; 𝑥1 − 𝑥8 – the same as in Model 1.
For dependent variable ATO except for LEV and DVICTSS, all other regressions are significant.

In particular, l_SIZE significant at the 5% level, and all other regressions (const, RDI, RDI2, SOFT,
IPR and AIA) significant at the 1% level. Direct effects on ATO from the regression data are
RDI2, SOFT and IPR, while others are affected. In particular, as in Model 1 for ROA, making a
small amount of investments in R&D of Slovak ICT companies has a negative impact on ATO.
Only their implementation from a certain volume, in particular, in the volume of RDI2, ensures
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Table 6
Model 2 (NPM). Pooled OLS model (Robust standard errors), using the observations 1–900.

Variable Coefficient Standard error z P-value Significance by t-statistics
const –0,274718 0,116547 –2,357 0,0184 **
RDI 0,0626252 0,0295138 2,122 0,0338 **
RDI2 –0,00669466 0,00314309 –2,130 0,0332 **
SOFT –5,13111⋅10−8 1,17552⋅10−7 –0,4365 0,6625
IPR 2,00654⋅10−7 1,99115⋅10−7 1,008 0,3136
AIA –5,88982⋅10−8 2,90523⋅10−8 –2,027 0,0426 **
LEV –0,0630010 0,0813673 –0,7743 0,4388

l_SIZE 0,0269143 0,00838749 3,209 0,0013 ***
DVICTSS –0,0517929 0,0272405 –1,901 0,0573 *

Note:
* Significant at the 10% level;
** Significant at the 5% level;
*** Significant at the 1% level.

Table 7
Model 2 (NPM). Pooled OLS model (Robust standard errors), using the observations 1–900.

Indicator Value Indicator Value
Mean dependent var. -0,032511 S.D. dependent var. 0,501315
Sum squared resid. 222,9308 S.E. of regression 0,500203

R-squared 0,013291 Adjusted R-squared 0,004432
F(8, 179) 2,238141 P-value (F) 0,026686

Table 8
Model 3 (ATO). Pooled OLS model (Robust standard errors), using the observations 1–900.

Variable Coefficient Standard error z P-value Significance by t-statistics
const 2,80330 0,637648 4,396 <0,0001 ***
RDI –1,42622 0,174982 –8,151 <0,0001 ***
RDI2 0,134772 0,0192228 7,011 <0,0001 ***
SOFT 2,76920⋅10−6 6,38619⋅10−7 4,336 <0,0001 ***
IPR 4,61116⋅10−6 1,59970⋅10−6 2,883 0,0039 ***
AIA –4,38715⋅10−7 1,36505⋅10−7 –3,214 0,0013 ***
LEV –0,139781 0,233510 –0,5986 0,5494

l_SIZE –0,0951285 0,0438796 –2,168 0,0302 **
DVICTSS 0,150857 0,124085 1,216 0,2241

Note:
** Significant at the 5% level;
*** Significant at the 1% level.

the growth of ATO. Based on an equal to 1,3 RDI2 growth by 1 increases the NPM value by
0,0269143. Table 9 indicates that the R-squared of Model 3 is 0,056. This means that 5,61% of
the variation of the ATO can be explained by the variation of regressors.
Model 4 (ROE). Model 4 can be interpreted through the following equation:

75



Table 9
Model 3 (ATO). Pooled OLS model (Robust standard errors), using the observations 1–900.

Indicator Value Indicator Value
Mean dependent var. 1,703817 S.D. dependent var. 1,614880
Sum squared resid. 2212,759 S.E. of regression 1,575898

R-squared 0,056170 Adjusted R-squared 0,047696
F(8, 179) 15,95424 P-value (F) 1,15⋅10−17

̂𝑦 = −1, 06067 − 2, 79903𝑥1 + 0, 272431𝑥2 + 5, 89712 ⋅ 10−6𝑥3 + 8, 97938 ⋅ 10−7𝑥4 − 1, 27997 ⋅
10−6𝑥5 + 8, 94081𝑥6 + 0, 0265371𝑥7 + 0, 392670𝑥8

where: ̂𝑦 – ROE; 𝑥1 − 𝑥8 – the same as in Model 1.
Model 4 has five statistically significant regressors – RDI, RDI2, SOFT, AIA and LEV (table 10).

All of them have the highest level of significance – 1%, therefore they have the greatest influence
on the dependent variable (ROE). The equation of Model 4 shows that most of the independent
variables (RDI2, SOFT, IPR, LEV, l_SIZE and DVICTSS) have a direct influence, and only two
variables (const, RDI and AIA) have a rotational influence on the ROE. As in Models 1 and 3,
Model 4 has a U-inverted relationship between R&D and ROA, characterized by the need to
increase investment in R&D of Slovakia ICT companies to ensure their positive impact on ROE.

Table 10
Model 4 (ROE). FEM (Robust standard errors), using the observations 1–900.

Variable Coefficient Standard error z P-value Significance by t-statistics
const –1,06067 1,27812 –0,8299 0,4066
RDI –2,79903 0,466001 –6,006 <0,0001 ***
RDI2 0,272431 0,0565526 4,817 <0,0001 ***
SOFT 5,89712⋅10−6 2,18175⋅10−6 2,703 0,0069 ***
IPR 8,97938⋅10−7 3,30604⋅10−6 0,2716 0,7859
AIA –1,27997⋅10−6 3,62115⋅10−7 –3,535 0,0004 ***
LEV 8,94081 0,614350 14,55 <0,0001 ***

l_SIZE 0,0265371 0,0848603 0,3127 0,7545
DVICTSS 0,392670 0,344744 1,139 0,2547

Note: *** Significant at the 1% level.

Table 11 indicates that the LSDV R-squared of Model 4 is 0,51. This is quite a high value
compared to the 1–3 models, but not enough to speak about the significant role of intangible
assets in providing of financial performance of ICT companies. This means that 51,61% of the
variation of the ROE can be explained by the variation of the regressors.

Table 11
Model 4 (ROE). FEM (Robust standard errors), using the observations 1–900.

Indicator Value Indicator Value
Mean dependent var. 3,812005 S.D. dependent var. 4,304137
Sum squared resid. 8058,382 S.E. of regression 3,364216
LSDV R-squared 0,516144 Within R-squared 0,348421
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6. Discussion

The results obtained in the article partially confirm the conclusions of the analyzed works on the
role of intangible assets in the promotion of financial performance of high-tech companies. As
for some regressions, they are in conflict with such conclusions. The existence of a positive and
significant relationship between intangible assets and some financial performance measures was
confirmed, which is also set in the works of Li and Wang [12], Dženopoljac et al. [13], Zhang
[15]. The presence was also established of negative and significant impact of AIA on all financial
performance indicators, this confirms the results of the research [16, 17]. At the same time, the
direction and influence of different types of regressions used in the study are not the same in all
formed models, but depends on a particular kind of financial performance indicator. One of
the reasons for this is that the relationship between intangible assets on financial performance
may depend on macroeconomic factors, in particular, on the level of science capacity in the
industry and on the level of innovation in the country, which is noted by Qureshi and Siddiqui
[16]. Another reason for such results may be incomplete information about intangible assets
disclosed in the financial statements of Slovak ICT companies. In turn, this is a consequence of
the conservatism of the current methodology of recognizing and evaluating intangible assets,
which Zhang [15] also points out, Radonić et al. [19]. Therefore, the findings of this study
confirm the proposal of Serpeninova et al. [20] regarding the necessity of expanding the criteria
for recognizing and the structure of financial reporting for high-tech companies regarding
intangible assets.

The results of the survey refutes the conclusions of Gan and Saleh [11] on the positive impact
of the company’s size on the improvement of financial performance (ROA), but such an impact
was found with respect to NPM. The above confirms the hypothesis of Del Monte and Papagni
[26] that to increase the returns from intangible investments should be provided with their
proper quality level, not quantitative imitations. Therefore, an intangible investment policy of
ICT companies should be based not only on quantitative parameters, that is, not on the basis of
total investment in the company, but on the individual role of certain types of intangible assets
in improving of financial performance.

The study has some limitations, which should be taken into account by other scientists when
evaluating the results of a study. Firstly, given the sufficient breadth of the term “financial
performance”, a list of dependent variables used in the study can be specified. Second, the list of
independent variables used in a study can be expanded by uncapitalized intangible assets that
also affect the financial performance of Slovakia ICT companies. However, it is necessary to
separate from the composition of different types of expenses of ICT companies those expenses
connected with creation of intangible assets (client, ecological, social, etc.), as such data are
not in financial statements of companies. Third, to determine the role of intangible assets in
improvement of financial performance, research can be carried out not only on the examples of
companies of ICT industry, but also on the example of other branches of economy. This will
allow to carry out an interindustry comparison and establish in which areas of management of
enterprises should pay the most attention to development of an intangible investment policy.
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7. Conclusion

This research was undertaken with the objective of comprehending the ramifications of intangi-
ble assets on the financial performance of high-tech enterprises. The focus of this study was
the analysis of 180 Slovak ICT companies over the period spanning 2015 to 2019. This inquiry
gains particular pertinence against the backdrop of the pivotal role that the ICT sector plays in
propelling the development of the Slovak economy. The Slovak Government has proactively
established conducive institutional conditions to facilitate the growth of ICT companies and
has initiated specialized programs to incentivize investments in this sector.

Panel data regression analysis served as the foundational methodology for this investigation.
The financial performance was characterized through four dependent variables: Return on
Assets, Net Profit Margin, Assets Turnover, and Return on Equity. For each of these indicators,
a distinct model was constructed, incorporating eight independent variables. The intangible
asset variables encompassed Research and Development Intensity, Research and Development
Intensity Squared, Software, Intellectual Property Rights, and Acquired Intangible Assets. Addi-
tionally, three control variables were integrated: Leverage, Size, and a Dummy variable denoting
ICT sub-sectors, within the temporal scope of 2015 to 2019. The selection of the optimal panel
data parameter for each model was grounded in statistical tests, such as the F-statistics test,
Breusch-Pagan test, and Hausman test (Models 1 to 3 – pooled OLS model, Model 4 – Fixed
Effects Method). To assess the models’ compatibility with the generated data, the Normality test,
Autocorrelation test (Wooldridge test for autocorrelation), and Heteroscedasticity test (White
test, Walk test) were employed, substantiating the application of robust standard errors due to
partial model adequacy.

The study’s hypothesis was affirmed to a certain extent through the outcomes of the panel
regression analysis. The results unveiled that not all categories of intangible assets wield a
significant positive influence on the financial performance of Slovak ICT companies. Specifically,
Research and Development Intensity (RDI), Research and Development Intensity Squared (RDI2),
and Acquired Intangible Assets (AIA) exhibited substantial impact across various degrees on the
four distinct financial performance indicators. This emphasizes the rationale for management to
channel investments into these specific categories of intangible assets for Slovak ICT companies.
Furthermore, the contrasting directions of influence of RDI and RDI2 on financial performance
indicators underscore the existence of a U-inverted relationship between R&D investment
and the financial performance metrics. Depending on the model, RDI either operates beyond
the threshold of returns on R&D investments or within it, while RDI2 exhibits the inverse
relationship. These findings offer managerial insights into optimizing R&D investments based
on the desired financial performance outcomes. Remarkably, across all models, Acquired Intan-
gible Assets (AIA) demonstrated substantial significance but negatively affected the financial
performance of Slovak ICT enterprises. This indicates the need for more expeditious integration
of these long-term intangible assets into the operational fabric of the companies.

Furthermore, the research underscores the need for a comprehensive system to plan the
assimilation of intangible assets, tailoring them to the company’s exigencies as a core component
of its intangible investment strategy. The analysis of control variables, including Leverage,
Size, and Dummy variable for ICT sub-sectors, demonstrated selective impact on financial
performance indicators. Notably, only the variable l_SIZE exhibited a significant influence
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on Net Profit Margin (NPM) and Assets Turnover (ATO), with implications for managerial
considerations in optimizing these metrics. The variable DVICTSS exhibited limited significance
on NPM, while LEV affected Return on Equity (ROE). These findings underscore the nuanced
and selective nature of control variables’ influence on various financial performance indicators,
with no discernible effect on Return on Assets (ROA).

In the broader context, this study serves to illuminate the intricate relationships between
intangible assets and financial performance in the ICT sector. The insights garnered herein
have the potential to inform prudent decision-making within the domain of intangible asset
investments and their subsequent impact on financial performance for Slovak ICT companies.
Furthermore, this research offers valuable insights for policy and strategic adjustments aimed
at fostering the incorporation of long-term intangible assets into business operations, thus
enhancing financial performance. As the ICT sector continues to evolve and shape the Slovak
economy, these findings can serve as a compass guiding effective strategies for leveraging
intangible assets in this dynamic landscape.

As the global business environment continually evolves, future research endeavors could delve
deeper into the interplay between various intangible asset categories and financial performance
across different industries and geographical contexts. Such investigations would not only enrich
the existing body of knowledge but also provide actionable insights for enterprises seeking to
optimize their financial performance through targeted intangible asset investments.
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Abstract
Big Data technology is a powerful tool for businesses in emerging markets, especially in times of crisis.
It can help them understand their customers better, improve their products and services, and increase
their profits. This study aims to use Big Data technology to design personalized loyalty programs that
can enhance customer satisfaction and loyalty in the context of Society 5.0, a vision of a human-centered
society that integrates physical and digital realms. The study builds on utility theory, firm theory, welfare
economics, and Big Data theory to develop a conceptual framework for information-centric loyalty
programs. These programs can use Big Data to analyze customer behavior, preferences, income, and
mobility in real time and offer customized incentives and discounts. The study also explores the benefits
and challenges of using Big Data technology for businesses in emerging markets, as well as its role in
crisis management and recovery. The study suggests that Big Data technology is essential for businesses
to gain a competitive edge and survive in the dynamic and uncertain environment of Society 5.0.

Keywords
customer satisfaction, business profits, emerging markets, crisis periods emerging markets, welfare
theory, needs theory, Big Data technology, loyalty programs, predictive analysis

1. Introduction

In the aftermath of the Coronavirus disease (COVID-19) pandemic [2] and the repercussions
of the Russian-Ukrainian war [3], harnessing competitive advantages in the realm of goods
and services assumes paramount importance. Informed by foundational principles of economic
theory, a pivotal question arises: can the doctrine of utility be effectively employed? This
query finds resonance in the proposition put forth by Jules Dupuit [4], who posited that
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the same commodity could be sold to distinct customers at disparate prices, irrespective of
cost differentials. Furthermore, Dupuit’s insights unveil a prerequisite condition for such a
strategy – a monopolistic market position that empowers the seller with pricing authority. This
monopolistic structure permits discernment between consumer groups of varying affluence,
allowing for calibrated pricing based on divergent proclivities. Here, the underpinning of
Dupuit’s utility theory predominantly rests on the consumer’s vantage.

Contemporaneously, the quest for optimizing individual needs and interests was also explored
by Dionysius Lardner, a British economist and engineer. In his analysis [5], Lardner delved into
maximizing income from the prism of firm theory. A significant facet of Lardner’s contributions
pertains to the strategic utilization of price competition to heighten profits. His scrutiny
of railway tariffs furnished insights into their differential structuring based on distance and
cargo characteristics, attributed to variations in elasticity and consumer demand heterogeneity.
Notably, Lardner’s work underscores the pivotal role of demand elasticity in satiating consumer
needs.

The economics of welfare, as elucidated by Pigou [6], furnishes a pivotal framework for
comprehending price competition and its multifaceted types. Pigou postulates a nexus between
the feasibility of price competition and a set of general conditions, contingent on the non-
interdependency of demand prices for distinct units of commodities. To this end, it necessitates
a scenario where units of goods transacted in one market cannot be seamlessly transposed to an-
other market, coupled with the restriction that units of demand in one market remain exclusively
tethered to their native domain. However, achieving such equilibrium is intricate, demanding
comprehensive information encompassing consumer benefits and purchasing potential across
domestic and global markets. This daunting task is further compounded by the complexities
introduced by analogous products. As the post-COVID-19 and post-conflict landscape unfolds,
the global race for end consumers is poised to escalate.

A salient determinant of success resides in positive emergent properties, which pivot on
innovation germination and progression, particularly in the realm of consumer engagement
and burgeoning economies [7, 8, 9]. The catalysts of such positive emergent properties coalesce
around the zenith of human capital development. Pertinently, in the context of developing
economies, intricate examinations are undertaken to scrutinize innovative human capital devel-
opment facets across various domains [10, 11]. The contours of human capital realization within
developing economies are further compounded by the far-reaching impacts of COVID-19 and
the Russian-Ukrainian war, leading to demographic shifts and internally displaced populations.

2. Literature review

Industry 4.0 will contribute to the emergence of a new Society 5.0. Innovative technologies
of Industry 4.0 will contribute to the rapid recovery and overcoming the consequences of the
Russian-Ukrainian war.

Fundamental provisions of formation Society 5.0 and implementation of innovative Industry
4.0 technologies are considered in a number of work. Kitsuregawa [12] highlight the questions
of how Japan is launching Society 5.0 and the vision for a future smarter society. The work
of Aquilani et al. [13] is devoted to the advanced manufacturing solutions, augmented reality,
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the cloud, and big data in the emergence of a new level of social development. Rahmanto et al.
[14] note the potential of huge advantages of big data technology in the emergence of a new
level of social development and a breakthrough revolution in people’s lives thanks to the use of
technologies taking into account the humanitarian aspect.

Foresti et al. [15], Hayashi and Nagahara [16] highlight the role of artificial intelligence in the
functioning of automated planning and data analysis with the help of smart programs, smart
infrastructure, smart systems, and smart networks.

Ellitan [17] focuses on the lack of HR (human resources) skills and the existing problem of
security of communication technologies, and the inability of stakeholders to change, while
in society 5.0 there is a clear priority due to the reliable and stable operation of production
machines, which in turn leads to the negative consequences of worker losses places through
automation. for the rapid adaptation of human capital for the benefit of improving public and
business services, achieving a high level of literacy in working with data and its data analysis
is an important condition. Simatupang [18] noted that the slow progress of Society 5.0 can
be achieved through the development of integrated information technologies in universities
and education. De Felice et al. [19] noted that in order to achieve Society 5.0 it is important to
manage the transition and identify the enabling factors that integrate Industry 4.0. According
to Önday [20], digital transformation creates new values and becomes a pillar of the industrial
policy of many countries. Therefore, in Society 5.0, the basis of quality functioning is the
achievement of convergence between physical and cyberspace. But it should be noted that the
key drivers of the implementation of Industry 4.0 in Society 5.0 will contribute to rapid recovery
in the post-war period, new economies will emerge, the only question will be the transfer of
technologies for recovery and adaptation at the fastest pace.

3. Methodology

If you determine the level of demand in various market segments and in the markets of various
countries, you can set an individual price for each unit of a homogeneous product, which will be
equal to the price of its demand. This price is called the reserved price of the buyer. In its pure
form, such a pricing policy is difficult to implement. The company does not know the reserved
price of each buyer, but also cannot know its level from the buyer, since it is in his interests to
reduce its value. It is the lack of information that does not allow the full introduction of perfect
price competition and the largest financial effect.

The options (based on the collected data) for setting different prices for certain consignments
of goods in accordance with the same demand function are used today. In practice, it often takes
the form of various kinds of discounts (depending on the size of purchases, prepaid periods,
etc.). In this case, the monopolist increases the volume of sales, and the consumer can achieve
certain economies of purchase volume.

Differentiation of buyers into groups with different demand functions and subsequent pricing
for each such group occurs separately during market segmentation. Segmentation is usually
carried out by gender, age, income level, social status. There is the practice of setting different
prices for students, senior citizens, people with disabilities and people of working age. Seg-
mentation of end consumers is being made considering price and non-price ways of increase
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Figure 1: Classification of loyalty programs.

influence on sales (figure 1), which are reflected in loyalty programs.
However, the discount loyalty programs have some disadvantages:

• the ability to saturation and, consequently, decrease the efficiency of use;
• the complexity of how to form a group of supporters as well as the completion of the

closure of the current program;
• the remoteness of non-regular customers and the usual price overpricing.

Nowadays discount accumulators and bonus cards are mostly used. Among the reasons that
led to a change in the accounting policies of many enterprises there is a possibility of:

• the creation of various offers for various groups of clients;
• provision of discounts in the form of a certificate is an incentive for the client to return to

the purchase of well-known goods and services;
• tracking the movement of regular customers and changing their preferences.

Introduction of such loyalty programs became possible thanks to the rapid development of
information technologies that are capable to solve new problems. In addition, these cards can
significantly reduce the turnover of small bills. But the main feature of these changes is the
personalization of discount programs.

Personalization of seller-buyer relationships, using data mining (OLAP technology), allows
you to analyze the dependencies of any values contained in the database and respond to the
situation quickly. Important information for the seller is not only attracting new customers, but
also controlling relationships with regulars. Firstly, the sales increase may be a consequence

85



of a successful advertising company and, secondly, sales decrease for personalized discount
cards is a consequence of low level of service, which will lead to a sharp decrease in sales in the
medium and long term.

Currently, in order to increase the effectiveness of consumer segmentation the enterprise
is trying to group them according to the level of the product value perception. In this case
consumers are allocated:

• price-sensitive and thus easily change suppliers;
• sensitive to the quality of goods and services;
• are focused on creating long-term relationships and, as a result, strive to establish long-

term partnerships to improve the quality of goods and services.

Internet trade has the greatest relevance during the lockdown. It is devoid of such shortcom-
ings that are characteristic of the real sector of the economy:

• is not strictly connected with the territory of the physical existence of the consumer;
• can be carried out without any territorial restrictions;
• the rapid development of the information society and information growth gave impetus

to the development of new methods of its implementation.

In particular the Big Data theory is rapidly developing [21, 22]. The term “Big Data” usually
refers to a series of approaches, tools and methods for processing of structured and unstruc-
tured large volumes and the different nature data to obtain a consumer acceptable result. The
introduction of the term “Big Data” is associated with Clifford Lynch [23] who was an editor of
Nature magazine and prepared a series of topical works. Quite often the “triple V” criterion is
used to describe “Big Data”: volume, velocity, variety. Some leading manufacturers of business
intelligence software, such as SAS [24], additionally use two more: variability and complexity.
In addition to growing speeds and data varieties, data flows can also be characterized by periodic
peaks. Such peak data loads can be difficult to manage. It is worth to note the complexity factor
as the most important factor when you are working with Big Data. While increasing the amount
of data to variable 𝑛, the number of links between them grows in proportion to 𝑛! (𝑛 factorial).
So the problem is not limited only to the processing of large amounts of data but also requires
an additional solution to the problem of analyzing connections’ 𝑛!.

To identify a consumer on the Internet data for analysis is needed. The profile of the network
is formed not only with the registration data on particular Internet resources but also activity
in social networks, forums, blogs and the like. Thus, data reflecting the user is unstructured.

4. Results

Leading corporations have developed platforms for big data business analytics [21]. In particular
IBM, creating a full profile from social network data in the Big Data Analytical System, uses all
the data that is more or less related to a specific consumer (table 1). At the first stage analysis of
the texts takes place, at the second the linking of attributes takes place, at the third formation
of statistical models and at the fourth formation of business logic take place.
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Table 1
The data structure that is used to form a complete social user profile.

Fu
ll
so
ci
al
cu
st
om

er
pr
of
ile

Personal characteristics
Identifiers
Interests
Social status

Relationships
Personal
Business

Chronological activity

Purchase intention
Current location
Feedback on products and services
Incident
Loyalty facts

Goods and interests
Personal relation to goods
Shopping history
Recommendations

Politics
Attitude to power
Political views
Perception of reform

Life events
Personal
Reactions to events

Economic-mathematical modeling of the socio-economic system based on online Big Data
algorithms makes it possible to predict consumer behavior based on the identification of business
logic and to form a consumer profile in the decision-making system. This method is traditional,
but the selection of characteristic functional features for forecasting efficiency and optimization
of Slick-Through-Rate forecasting processes is special in view of machine learning as a tool for
economic and mathematical modeling of the management decision-making system.

Taking into account the presented data structure of the full profile of a social network user
and the model of Big Data online algorithms, we have the possibility of flexible targeting of
the target audience, adaptation of advertising content in accordance with user interests, the
possibility of forecasting the effectiveness of advertising and its impact on consumer behavior.
In addition, when building a model of Big Data algorithms, it is worth taking into account traffic
segmentation and the Real-Time Bidding Exchange RTB auction (corresponding to the business
logic of the consumer).

The use of Big Data in e-commerce provides such competitive advantages:

1) customer service: Big Data helps to give the consumer a sense of self-worth because his
needs are maximally met by creating a certain connection between him and the brand. This
cultivates consumers’ loyalty and influence on their emotional level;

2) dynamic and point pricing: analysis of market data allows you to set an attractive price for
each specific consumer;

3) personalization: in the process of analyzing consumers’ information, personalized solutions
are offered that become a competitive advantage for the client;

4) predictive analysis: Big Data allows you to carry out medium-term forecasting in the market
and respond accordingly to possible changes in the market environment.
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An example of this approach can be an application developed for the clothing brand Free
People which provided sales growth of 38 percent [25]. The application allows users to discuss
the latest collections, share their photos on Pinterest and Instagram social resources and vote
for the best photos. This interaction is an example of the monetization of accumulated data by
retailers using social platforms.

Point discounts of Internet commerce can be divided by analogy with traditional commerce
into two types depending on the technology that is used. The first type is personalized which
provides for mandatory registration on a web resource, the second is not personalized (does not
require registration). The first option of a point discount is for a price offer based on customer
data, a history of web surfing (viewing products on a store page) and purchase history. Retailers
often use social media accounts to register. It simplifies the registration procedure and gains
access to user data. This significantly increases the amount of data to be analyzed.

Based on the data (table 1) on using Big Data, a consumer profile is formed and its segment
affiliation is determined. In the future the client is offered an individual price offer. The price
that is offered is minimal in order for the fact of purchase. In addition, goods are offered in
accordance with the target audience. In other words, an individual approach to proposals is
formed based on the analytical processing of unstructured data.

For convenience we have built EPC diagram [26], which is often used to describe the workflow
in ArisExpress environment (figure 2). If the visitor is not a consumer of goods and services,
HTTP-cookie analysis of the web page is carried out that allow carrying out authentication,
storage of personal user preferences and settings, session state tracking of user access, maintain
user statistics.

It is also possible when there is not enough data to determine the profile of the visitor. This
may be due to both the low activity of the Internet user and his conscious reluctance to “external
tracking”. One such way is to use an anonymous session. In this case the basic offers are
determined by the system.

For machine learning target audience targeting [27], we use the Datch approach, taking into
account the social network user profile, to build a model of online Big Data algorithms. The
Datch approach is based on two-level testing of Big Data algorithms: training dataset and test
dataset. The condition of the model is the constancy of the data of the decision-making system
over time. At the same time, the dynamism of the system and the resonance of news on the
website can become an emergent property of the socio-economic system, which will contribute
to a further change in the trend.

The model of Big Data algorithms for the task of predicting CTR is based on the systematiza-
tion of the modeling process by stages and on a certain set of parameters of the data structure
of the complete profile of a social network user.

𝑊𝑠𝑐𝑝+1 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑡−1∑︁
𝑖=1

𝑣(𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙 , 𝑤𝑙)

+𝑅(𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙 , 𝑤𝑙)

(1)

where:
𝑊𝑠𝑐𝑝+1 – function social customer profile;
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Figure 2: Structurally Logical Pricing Scheme in an EPC Chart.

𝑣(𝑤𝑝) – loss function for optimization Personal characteristics (Identifiers, Interests, Social
status);
𝑣(𝑤𝑟) – loss function for optimization Relationships (Personal, Business);
𝑣(𝑤𝑐ℎ) – loss function for optimization Chronological activity (Purchase intention, Current

location, Feedback on products and services, Incident, Loyalty Facts);
𝑣(𝑤𝑔𝑖) – loss function for optimization Goods and interests (Personal relation to goods,

Shopping history, Recommendations);
𝑣(𝑤𝑝𝑜𝑙) – loss function for optimization Politics (Attitude to power, Political views, Perception

of reform);
𝑣(𝑤𝑙) – loss function for optimization Life events (Personal, Reactions to events).
𝑅(𝑤𝑝) – regularization function Personal characteristics (Identifiers, Interests, Social status);
𝑅(𝑤𝑟) – regularization function Relationships (Personal, Business);
𝑅(𝑤𝑐ℎ) – regularization function Chronological activity (Purchase intention, Current location,
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Feedback on products and services, Incident, Loyalty Facts);
𝑅(𝑤𝑔𝑖) – regularization function Goods and interests (Personal relation to goods, Shopping

history, Recommendations);
𝑅(𝑤𝑝𝑜𝑙) – regularization function Politics (Attitude to power, Political views, Perception of

reform);
𝑅(𝑤𝑙) – regularization function Life events (Personal, Reactions to events).
The loss function for optimizing the profile characteristics of a social network user will have

the following form:

𝑣𝑡 (𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙 , 𝑤𝑙) = ‖𝑤 − 𝑥𝑡‖ 2 (2)

Under the conditions of a linear loss function in order to optimize the characteristics of the
social network user profile, the formula will have the following form:

𝑣𝑡(𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙 , 𝑤𝑙) = ⟨𝑤, 𝑥𝑡⟩ (3)

Under conditions of activation of emergent properties in the socio-economic system, such
as dynamic system changes or trend changes under the influence of high-profile news on the
site, which contribute to the manifestation of binary dependence at the bifurcation point, the
function will have the following form:

𝑣𝑡(𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙, 𝑤𝑙) = (𝜎 ((𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙 , 𝑤𝑙)𝑥𝑡)−𝑦𝑡)𝑥𝑡 (4)

𝜎 – sigmoidal function:

𝜎(𝛼) =
1

1 + 𝑒𝑎
(5)

With the activation of emergent properties in the socio-economic system, the regularization
function will have the following form:

𝑅(𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙 , 𝑤𝑙) =
1

2𝑛
‖𝑤‖ 2 (6)

Under the conditions of if 𝜂 > 0, then the iteration of the machine learning algorithm will
include a stepwise gradient descent algorithm and will look like:

𝑤𝑠𝑐𝑝+1 = −𝜂

𝑝∑︁
𝑖=1

𝑧𝑖 = 𝑊𝑠𝑐𝑝 − 𝜂𝑧𝑖 = 𝑊𝑠𝑐𝑝 −∇𝑣𝑡(𝑤𝑝, 𝑤𝑟, 𝑤𝑐ℎ, 𝑤𝑔𝑖, 𝑤𝑝𝑜𝑙, 𝑤𝑙) (7)

The resulting formula for optimizing management decisions, taking into account the parame-
ters of the data structure of the full profile of a social network user, will look like this:

𝑤𝑝,𝑖 =

{︃
0 |𝑥𝑖| ≤ 𝜀1

−
(︁
𝛽+

√
𝑛𝑖

𝛼

)︁
(𝑥𝑖 − 𝑠𝑖𝑔𝑛(𝑥𝑖)𝜀1) |𝑥𝑖| > 𝜀1

(8)

where x and n iteration parameters, 𝜀1, 𝜀2 are regularization intensity parameters according to
the selected type and 𝛼, 𝛽 – are input parameters characterizing the learning rate.
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Since, based on the above, in order to achieve the optimum at each step of the algorithm
execution, the optimal decision is made and the previous ones are not foreseen, then this
model belongs to the Greedy algorithm. A characteristic feature of these algorithms is relative
simplicity and speed of execution.

This technique of point discount has been actively developing over the past three years. One
of the first companies that offered this service was Freshplum whose founder was Sam Odai.
Later Freshplum joined the TellApart company [24], which operates in the market of services
for online stores. Moreover, the algorithm for potential customers’ selection of this company
uses a number of “non-standard” indicators such as: place of residence (city center or outskirts),
weather, etc. This allows you to increase the likelihood of making a purchase up to 36 percent
[28].

For the first time the analysis of differential pricing in online stores was conducted by the
The Wall Street Journal. The editors conducted a study [29] of pricing in 200 online stores.

The economic situation in the world is extremely dependent on the geopolitical risks that
can now be observed (for example the corona virus pandemic and the consequences of the
Russian-Ukrainian war). Therefore, the widespread use of Big Data concept may increase the
profitability of enterprises. The use of Big Data methods will become an additional source of
budget revenues after taxation. This will maximally satisfy the needs of consumers whose
incomes have recently been declining due to devaluation and inflationary processes. In order
to increase competitiveness of European goods and services markets the use of big data is a
mandatory requirement of our time.

5. Conclusions

In an era characterized by global geopolitical uncertainties, underscored by events such as
the COVID-19 pandemic and the repercussions of the Russian-Ukrainian war, the economic
trajectory of nations is intricately interwoven with the contours of geopolitical risks. Amidst
this backdrop, the strategic assimilation of foundational principles of Big Data emerges as an
indispensable tool for enhancing enterprise profitability. The application of Big Data method-
ologies assumes the mantle of an auxiliary revenue stream, akin to taxation, endowed with the
potential to assuage the financial strains borne by consumers grappling with income diminu-
tions catalyzed by devaluation and inflationary forces. Additionally, as European markets for
commodities and services necessitate a heightened competitive edge, the incorporation of Big
Data not only becomes a compelling imperative but a quintessential mandate of our epoch.

At the nexus of this pursuit lies the economic-mathematical model, a potent tool that drives
optimization at each algorithmic juncture. This model, emulating the Greedy algorithm’s
attributes of simplicity and swift execution, engenders optimal decision-making. With Big
Data as its cornerstone, this methodology fosters an environment where the quintessence of
profitability and competitiveness converge to navigate the complexities of today’s economic
landscape.
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Abstract
In this paper, we present a comprehensive approach to optimizing organizational capital development
strategies through the application of a flexible machine learning model. We advance from initial concep-
tualization to the implementation stage, employing Q-leaning to enhance the selection process of the
most effective organizational capital development strategies within the framework of intellectual capital.
Our model aims to improve decision-making reliability by employing data-driven techniques. In the final
phase of our study, we simulate various alternative strategies for organizational capital development
using machine learning techniques. This simulation framework streamlines the process of exploring
different strategic options, enabling more informed management decisions. To enhance the machine
learning process, we introduce coefficients that influence decision-making, resulting in more accurate
and effective outcomes. Our findings emphasize that innovative information potential is a key facet of
successful organizational capital development strategies. Furthermore, our approach demonstrates the
potency of integrating intellectual capital management mechanisms with other capital types.

Keywords
machine learning, organizational capital, strategy optimization, Q-leaning, intellectual capital manage-
ment

1. Introduction

In the contemporary economy, the significance of intellectual capital as a potent driver of
effectiveness is well substantiated. The notion of intellectual capital surpasses the confines of
intellectual property and intangible assets, while closely aligning with the concept of intangible
capital, a term explored in economic theory and econometrics since the 1970s [2].

The work by Daum [3] provided a definition of intangible capital rooted in the interconnected-
ness of structured knowledge and competencies, which bear the potential to foster development
and value creation.

Leontiev [4] conceptualized intellectual capital as encompassing the value of an enterprise’s
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collective intellectual assets, encompassing intellectual property, innate and acquired cognitive
abilities of its personnel, as well as amassed knowledge repositories and beneficial collaborations
with other entities.

In the perspective of Roos et al. [5], intellectual capital comprises all non-monetary, intangible
resources contributing to an organization’s value generation, which it possesses full or partial
control over.

Intellectual capital, by nature, poses challenges in terms of assessment and quantification
due to the intricacies of delineating its constituent elements. Yet, it can be deconstructed into
various capitals: human capital, organizational capital, and customer or consumer capital.

Each facet of intellectual capital can be further delineated as follows:

1. Human capital, embodying the value contributed by employees through their skill sets,
expertise, and knowledge. This form of capital resides within individuals and can be
attributed to an organization.

2. Organizational capital comprises: technological capital; branding capital; business culture
capital; economic value added (EVA) capital; information potential innovation strategy
capital. The evaluation criteria encompass manufacturability, productivity, innovative-
ness, cooperativeness, adaptability, and efficiency.

3. Customer equity, encompassing elements such as customer relationships, supplier relation-
ships, trademarks and trade names (whose value stems solely from customer relationships),
licenses, and franchises.

This multi-faceted nature of intellectual capital engenders complexity in its assessment.
Methods for measuring intellectual capital encompass four primary categories, as posited by
Sveiby [6]: Direct Intellectual Capital Methods; Market Capitalization Methods; Return on
Assets Methods; Scorecard Methods. However, each category has its limitations that necessitate
integrationwithmachine learning techniques. By adopting a unifiedmachine learning algorithm,
a comprehensive mathematical model can be formulated, enhancing the precision of estimates
across all constituent elements of intellectual capital.

2. Results

If we consider the structure of Organizational Capital (OC) as a set of its qualities and properties,
their ratios, which directly affect labor productivity, which increases the income for personnel,
the company as a whole, society, and the nation, then there is an opportunity to cover all
possible options for its evaluation.
1. Assessment of the level of manufacturability
Let’s move on to the assessment of the properties of the components of manufacturability

capital. We will use its structure, which consists in determining the share 𝑎𝑘𝑡 of the 𝑡-th property
in the formation of the 𝑘-th type of components of manufacturability capital (𝑘𝑡𝑘), which allows
us to establish the probable level of the 𝑘-th type of manufacturability capital:

𝐾𝑇𝑡𝑘 =
𝑛𝑖𝑝
∑
𝑘=1

𝑘𝑘 𝑡 ∗ 𝑎𝑘 𝑡 , (1)
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where
𝐾𝑇𝑡𝑘 – technological capital;
𝑘𝑘 𝑡 – exploitation and repair manufacturability of the structure to 𝑘 item for 𝑡-th indicator

(materials, energy, labor, compatibility, etc.);
𝑎𝑘 𝑡 – volatility of the injection of the 𝑡-th indicator for manufacturability of 𝑘 item.
2. Capital assessment of business culture

𝐶𝐶𝑘 𝑡 =
𝑛𝑖𝑝
∑
𝑘=1

𝑐𝑘 𝑡 ∗ 𝑏𝑘 𝑡 (2)

where
𝐶𝐶𝑘 𝑡 is the capital of business culture;
𝑐𝑘 𝑡 – organizational and corporate culture of a certain business model of doing business

according to the 𝑡-th indicator (liberty and democracy, monoactivity of the business culture
type; polyactivity of the business culture type; reactivity of the business culture type, etc.);
𝑏𝑘 𝑡 – the importance of the impact of the 𝑡-th indicator on the cultural capital of the 𝑘-th

business model of doing business.
3. The efficiency capital of added economic value
The productivity of the production process has a significant range of properties, the charac-

teristic features of which are formed and reflected by a significant network of indicators that
have branched relationships of quantitative and qualitative capital assessment of performance.
Among the important features of performance, the following should be noted:

• Activation of human heuristic abilities and structuring of discovered knowledge and
verification according to the criterion of objectivity;

• Orderliness of the communication process for the exchange of information flows, emotions,
social and individual values, economic interests;

• Formation and growth of the fundamental and market value of the enterprise as a criterion
of performance.

• Identification and elimination of dysfunctions in enterprise management, which arise
due to a malfunction.

Capital assessment of efficiency of added economic value. Performance is assessed as the
level of intellectual leverage (LIL) and is calculated according to the formula:

𝐿𝐼𝐿 = △𝐸𝑉𝐴%
△𝑁𝑂𝑃𝐿𝐴𝑇%

(3)

where:
△𝐸𝑉𝐴% is the rate of profit growth;
△𝑁𝑂𝑃𝐿𝐴𝑇% is the growth rate of economic added value.
𝐿𝐼𝐿 – the degree of sensitivity of profit to changes in economic added value.
The level of intellectual leverage shows: how many times the growth rate of economic added

value exceeds the growth rate of profit. This excess is provided with the help of the effect of
intellectual leverage, one of the components of which is its differential (the ratio of the involved
intellectual capital to its own).
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4. The capital of the strategy of attracting innovations of the information potential
The information capital of the strategy or the capital of the strategy of attracting innovations

of the information potential determines the trajectory of intellectual capital and the direction of
the implementation of the proposed strategy within the framework of the implementation of
innovations of the information potential, which is aimed at increasing the value of capital and
depends on the speed of updating this strategy. Informational capital and its potential act as
investment capital to maximize the value of intellectual capital:

(
∑𝑘

𝑖=1𝐸𝑉𝐴
𝑅𝑂𝐼𝑜𝑝𝑡 − 𝑊𝐴𝐶𝐶

− 𝐶𝐴𝑃𝐼𝑇𝐴𝐿) → 𝑚𝑎𝑥 (4)

where
𝑅𝑂𝐼𝑜𝑝𝑡 is the economic profitability of intellectual capital;
𝑊𝐴𝐶𝐶 – weighted average interest rate of the involved intellectual capital;
𝐶𝐴𝑃𝐼𝑇𝐴𝐿 – the capital of the strategy of attracting innovations of the information potential.
5. Capital of turning knowledge into a result
The capital of the transformation of knowledge into a result declares the path of transforma-

tions from an idea to the formalization of knowledge in official documents and its structuring
for communicative use [7]. Therefore, its components are the following indicators that reflect
the characteristic properties of transformations: an idea as a creative and spiritual message,
and the level of formalization of knowledge in official documents.

An idea has its own depth of penetration into the macro or micro world [5]. Based on
Einstein’s thesis that the development of society requires the improvement of everyday thinking,
it is appropriate to consider an idea-concept as a complex of properties and relationships that
determine the characteristics of the image of the object of research. we can establish a connection
between intellectual capital (figuratively speaking, the mass of intellectual substance that is at
rest or in motion, that is, in its use) and the strategy of interaction of processes in an economic
object and its results. The question arises, does the strategy have energy? It is known that
the strategy has different value, that is, weight. Suppose that, like any economic potential, it
has potential energy, and when the process of its realization takes place, it also has kinetic
energy. That is, strategy is the energy of capital that goes to the realization of an idea-concept.
Therefore, it can have its own dimension. Strategy, like any energy, consists of the energy of
rest and the momentum of intellectual capital. As the speed of this impulse, we will take the
speed of the generation of an idea-concept in the direction predetermined by the strategy. To
measure images-properties, that is, the amount of intellectual substance, a unit is introduced, –
image.

Any image of intellectual substance contains the same number of images-properties that
reflect the properties of the object of the real world. For example, the number of images-
properties that characterize a person is a constant value, a number that can be established
experimentally, as Avogadro’s number was established at one time (the principle of equivalence
in nature). But each person has a different number of images-relationships characterizing his
intellectual capital. This value of images-relationships, corresponding to intellectual capital,
will be assigned the unit of measurement – intel. Intel measures the level (mass) of intellectual
capital of a person, enterprise, state.
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The definition of images-properties is a consequence of the same type of process properties
during the realization of an idea-concept in time, which contain a certain number of these
images in one unit. We denote the number of images-properties by 𝑁𝑖𝑚𝑔:

𝑁𝑖𝑚𝑔 =
100
𝑖𝑚𝑎𝑔𝑒

− 𝑐𝑜𝑛𝑠𝑡 (5)

From here we can determine the amount of the level (mass) of the intellectual capital of the
economic system, which corresponds to the capital of transforming knowledge into a result:

𝑖𝑐 = 𝑁
𝑁𝑖𝑚𝑔

𝑀𝑖𝑐 (6)

where
𝑁 – the number of images-properties, respectively, ideas-concepts,
𝑀𝑖𝑐 - the intellectual mass of image-properties per image-property for a specific phenomenon,

intel / image.
The level of an idea-concept can be represented in four quantitative measurements with

the introduction of a unit of measurement – 𝑖𝑑, which contains a certain integral number of
images-objects that characterize the properties of this very idea-concept using established
criteria:

• Elementary level (household, cognitive, which does not require the formation of new
knowledge), where 𝑖𝑑 = 1.

• The technological level associated with the emergence of new technologies, etc., where
𝑖𝑑 = 1000 = 1𝐾.

• Conceptual level containing new knowledge and discoveries, where 𝑖𝑑 = 1000000 = 1𝑀 =
1000𝐾.

• The planetary level is determined by the depth of penetration of human activity into the
macro and micro world, where 𝑖𝑑 = 1000000000 = 1𝐺 = 1000𝑀 = 1000000𝐾.

𝐼 𝑛𝑓 𝐶𝑜𝑛𝑣𝑒𝑟 𝑡 𝑡𝑘 – informativeness as a measure of usefulness. The level of structuring of knowl-
edge of special and general scientific terms and its verification according to the criterion of
objectivity of the 𝑘-th type of the indicator of capital transformations according to the 𝑡-th
component of this indicator.
𝐼 𝑛𝑓 𝐶𝑎𝑝𝑡𝑘 = 𝐼𝑛𝑓 𝐶𝑜𝑛𝑣𝑒𝑟 𝑡 𝑡𝑘/𝑇 𝑜𝑡𝑎𝑙𝐸𝑥𝑝 – the level of orderliness of the communication process for

the exchange of information flows, emotions, social and individual values, economic interests
of the 𝑘-th type of the indicator of capital transformations according to the 𝑡-th component of
this indicator.

Evaluation of the capital of the transformation of knowledge into a result

𝐶𝑃 𝑡𝑘 =
𝑛𝑖𝑝
∑
𝑘=1

(𝑖𝑐𝑡𝑘 + 𝐼𝑛𝑓 𝐶𝑜𝑛𝑣𝑒𝑟 𝑡 𝑡𝑘 + 𝐼𝑛𝑓 𝐶𝑎𝑝𝑡𝑘)𝑑
𝑡
𝑘 (7)

where
𝐶𝑃 𝑡𝑘 – the capital of transforming knowledge into a result;
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𝑖𝑐𝑡𝑘 – the capital level of the transformation of knowledge into the result of the 𝑘-th type of
the indicator of capital transformations according to the 𝑡-th component of this indicator;

𝑑 𝑡𝑘 – the weight of the influence of the 𝑘-th indicator of transformations on the capital of the
transformation of knowledge into a result according to the 𝑡-th component of this indicator of
transformations.

For a preliminary analysis of the capital criteria, their importance, influence on the choice of
the best alternative for the development of the properties of organizational capital, we will use
the method of hierarchical comparisons when evaluating the level of priorities of alternatives,
the results of which are shown in the table 1.

Table 1
Influence of criteria on a choice of alternatives (properties) of improvement of the level of capital.

Criteria

Properties
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Branding capital 0.14 0.12 0.14 0.1 0.09
Technology capital 0.12 0.14 0.13 0.14 0.1
Capital efficiency of added economic value 0.11 0.12 0.11 0.13 0.12
Capital of business culture 0.11 0.12 0.13 0.11 0.12
The capital of the strategy of attracting
innovations of the information potential 0.1 0.12 0.13 0.12 0.1

General approach 0.11 0.12 0.13 0.115 0.11

The structure of OK is primarily related to branding capital, which is the main relative
indicator of the company’s attractiveness on the market and to some extent attests to the fate
of the firm’s market capital, which is adjusted to its organizational, i.e., intellectual capital.

The relevance of the use of machine learning in the field of economics [8, 9, 10, 11] allows
us to consider many aspects of the strategy for the development of organizational capital and
ways to optimize the cost of resources for its development in different ways. Learning to find
the most optimal and less resource-intensive way of developing organizational capital can be
presented as a continuous cycle that will end only after the specified conditions are reached
(figure 1).

In the reinforcement learning algorithm, the agent’s actions are directed to the steps to
achieve success with a reward estimate. After △𝑡 steps into the next step, the human capital will
decide some next step. The weight for this step is calculated as 𝛾△𝑡, where 𝛾 is the discount factor,
which can take a value from 0 and 1 (0 ≤ 𝛾 ≤ 1) and has the effect of evaluating actions that are
aimed at achieving the human capital goal. 𝛾 can be called the level of success in achieving the
desired state by human capital, when the investment data changes at the △𝑡 step.

Thus, we can conclude that a function is required that will determine the quality of combina-
tions of the state of human capital and the action aimed at it:

𝑄 ÷ 𝑆 × 𝐴 → 𝑅. (8)
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Figure 1: Machine learning of alternative development of human capital of the enterprise.
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At the beginning of training, 𝑄 is initialized, possibly with an arbitrary fixed value – 0. After
initialization, at each moment of time 𝑡, the agent selects an action, observes a reward, enters
a new state (that may depend on both the previous state and the selected action), and Q is
updated. The core of the algorithm is a Bellman [12] equation as a simple value iteration update,
using the weighted average of the old value and the new information [13]:

𝑄𝑛𝑒𝑤(𝑠𝑡, 𝑎𝑡) ← 𝑄(𝑠𝑡, 𝑎𝑡) + 𝛼 × (𝑟𝑡 + 𝛾 × 𝑚𝑎𝑥𝑄(𝑠𝑡+1, 𝑎) − 𝑄(𝑠𝑡, 𝑎𝑡)), (9)

where 𝑟𝑡 is the reward received when moving from the state 𝑆𝑡 to the state 𝑆𝑡+1, and 0 < 𝛼 ≤ 1;
Note that 𝑆𝑛𝑒𝑤(𝑠𝑡, 𝛼𝑡) is the sum of three factors:
(1 − 𝛼)𝑄(𝑠𝑡, 𝛼𝑡): the current value weighted by the learning rate. Values of the learning rate

near to 1 made faster the changes in 𝑄;
𝛼𝑟𝑡: the reward 𝑟𝑡 = 𝑟(𝑠𝑡, 𝑎𝑡) to obtain if action 𝑎𝑡 is taken when in state 𝑠𝑡 (weighted by learning

rate);
𝛼𝛾max𝑄(𝑠𝑡+1, 𝛼): the maximum reward that can be obtained from state 𝑠𝑡+1 (weighted by

learning rate and discount factor).
Each action has its own parameters, and system changes can be limited by parameters that can

be correlated with the required resource costs to apply the action chosen by machine learning.
Thus, each iteration of training implies two possible effects:

1. Changes in the coefficient of effectiveness of the action, depending on the state that the
system acquires as a result of the application of the action.

2. Return of the iteration to the initial state due to non-compliance with the specified
restrictions for machine learning.

For the application of Q-Learning, the following parameters were selected:

• Impact on the Intellectual Capital criteria
• Time spent in days
• Resource costs equivalent to monetary units
• The coefficient of the complexity of the action
• Risk ratio of failure to take action
• Inert influence on the system
• Coefficient of possibility of inert influence on the system

Each action parameter is used in the calculation of the effectiveness of the action taken at
each training step. Applied properties of actions can be represented as a table of actions, which
is presented in figure 2.

Thus, at each iteration, the system calculates a promising system that has already been acted
upon and recalculates the result of intellectual capital with new parameters.

Thus, we can say that the calculation of the effectiveness of the action is carried out according
to the following formula:

𝐴𝐸 = 𝐼𝐾𝑡+𝑛, (10)

where
𝐴𝐸 – action efficiency;
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Figure 2: Action properties used in machine learning with resource cost parameters.

𝐼𝐾 – the cost of intellectual capital;
𝐼𝐾𝑡+𝑛 — the cost of intellectual capital after applying the action.
So the value of 𝐴𝐸 will be rewards for moving to the next machine learning state.

𝑄𝑛𝑒𝑤(𝑠𝑡, 𝑎𝑡) ← 𝑄(𝑠𝑡, 𝑎𝑡) + 𝛼 × (𝐴𝐸 + 𝛾 × 𝑚𝑎𝑥𝑄(𝑠𝑡+1, 𝑎) − 𝑄(𝑠𝑡, 𝑎𝑡)), (11)

However, each action additionally has a time cost parameter for performing this action, which
can optionally be included in the formula. For greater accuracy of calculations, you can use
hours, days, months or quarters. In this case, integer values of days were used.

Thus, the new formula for calculating efficiency can be represented as follows:

𝐴𝐸 = 𝐼𝐾𝑡+𝑛 ∗ 𝑇 , (12)

where 𝐴𝐸 – action efficiency, 𝑇 is the time spent on applying the action
Also, an optional parameter can be resource costs, which are presented in monetary terms.

To simplify the loads and quick calculations, all action parameters can be divided by a certain
coefficient 𝑀𝑘. In this case, 𝑀𝑘 = 1000.

Thus, if Action 1 has a resource cost (𝐹𝐸) of 1300000, then the resources spent can be
represented as 𝑅𝐸 and calculated by the formula:

𝑅𝐸 = 𝐹𝐸
𝑀𝑘

∗ 𝑇 . (13)
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Taking into account resource costs, the action efficiency formula will look like this:

𝐴𝐸 =
𝐼𝐾𝑡+𝑛
𝑅𝐸

∗ 𝑇 . (14)

The calculation of resource costs can also include the coefficient of complexity of performing
an action (𝑊𝐼), which can be represented by a value in the range from 0.1 to 1.0. Thus, now the
resource costs can be represented as:

𝑅𝐸 = 𝐹𝐸
𝑀𝑘

∗ 𝑇 ∗ 𝑊 𝐼 . (15)

Also, given the individuality of the systems to which actions can be applied, it is worth
considering the risks of not performing an action (𝑅𝑜𝐷) or its success in execution.

The risk of investing in organizational capital is the possibility that the accumulated orga-
nizational capital will not bring the expected return, will not be in demand in the market, or
will not bring the expected return. This value can be represented as a range from 0 to 1. A low
value of this coefficient means a low level of success of the action and its high risks. Given the
risk ratio, the formula for the effectiveness of action can be represented as follows:

𝑅𝐸 = 𝑅𝑜𝐷
𝐼𝐾𝑡+𝑛
𝑅𝐸

. (16)

The relationship of all parameters of intellectual capital does not exclude the influence of the
development of some parameters on the possibility of developing other parameters as a result
of these actions.

Thus, each action has the values of the inert development of intellectual capital and the
coefficient of the possibility of this development.

Given these parameters, the formula for the effectiveness of actions can be represented as
follows:

𝑅𝐸 = 𝑅𝑂𝐷
𝐼𝐾𝑡+𝑛
𝑅𝐸

+ 𝑃𝐼𝐾 ∗ 𝑃𝑃 ∗ 𝑅𝑜𝐷, (17)

where 𝑃𝐼𝐾 is the value of the possible inert development of intellectual capital, 𝑃𝑃 is the
probability coefficient of the development of intellectual capital.

Thus, each iteration of training affects the value of intellectual capital by changing the values
of its parameters. However, it is the efficiency values of the action that are written to the
state table, not the cost of capital. Having an unlimited resource of investments, achieving the
desired value of the cost of intellectual capital had a large set of action algorithms, but given
the parameters of each of the actions, machine learning will find the most optimal algorithm
for this system.

The development of Intellectual capital occurs with the choice of an alternative to which the
capital must approach as a result of learning.

For more effective training and achievement of the most favorable conditions for achieving
the desired alternative, development alternatives were introduced. Development alternatives
are coefficients for each of the parameters of actions that affect the state of capital. Using the
hierarchy analysis method, the following coefficients were introduced (table 2).
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Table 2
Alternatives of the development method for managing the choice of effective action.
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𝐼𝐾 0.21 0.26 0.31 0.2 0.32
𝑇 0.23 0.12 0.2 0.08 0.13
𝐹𝐸 0.12 0.12 0.12 0.09 0.12
𝑊𝐼 0.12 0.16 0.13 0.32 0.1
𝑅𝑜𝐷 0.1 0.07 0.08 0.09 0.13
𝑃𝐼𝐾 0.1 0.19 0.1 0.08 0.08
𝑃𝑃 0.12 0.07 0.06 0.14 0.12

For this study, a risky alternative of the method of developing capital for machine learning
was chosen.

Thus, each iteration of learning and applying actions to the system will affect the state table
and calculate its new values according to the following formula:

𝐴𝐸 = (𝑅𝑜𝐷 𝑎5)
𝐼𝐾𝑡+𝑛 𝑎1

(𝐹𝐸 𝑎3) (𝑇  𝑎2)
+ (𝑅𝑜𝐷 𝑎5) (𝑃𝐼𝐾 𝑎6) (𝑃𝑃 𝑎7) (18)

After carrying out the calculations with the initial data, the results describing the strategy
for investing in organizational capital shown in table 3.

Table 3
Factor of importance of action properties for learning.

𝐼𝐾 𝑇 𝐹𝐸 𝑊 𝐼 𝑅𝑜𝐷 𝑃𝐼𝐾 𝑃𝑃
𝑎1 𝑎2 𝑎3 𝑎4 𝑎5 𝑎6 𝑎7
0.31 0.2 0.12 0.13 0.08 0.1 0.06

It should be noted that the coefficients of capital alternatives and development alternatives
affect value preferences and spending.

The first stages of training provide impressive indicators of cost optimization for investment
in organizational capital. With an increase in training cycles, obtaining a better result becomes
more rare.

The data in the table 4 and in the figure 3 show optimization costs of developing organizational
capital to achieve the cost of organizational capital, taking into account the chosen alternative.
It can be concluded that in order to achieve the best results, it is necessary to conduct a sufficient
number of training cycles.

Thus, after each stage of learning new indicators, alternatives should be identified and
calculations should be made that determine subsequent investments in human capital. It
should also be borne in mind that each the alternative has its own characteristic features and
characteristics, behavioral connections and influence on the choice of options capital investment.
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Table 4
Initialized data affecting machine learning training in the search for optimal investments in organiza-
tional capital.

Impact values on organizational capital
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16637 2219 52 286 313 45 333
25352 1431 155 121 95 128 318
74521 725 157 151 54 138 340
168348 684 184 115 74 123 286
2236341 485 133 87 33 142 118
14330450 336 197 90 51 165 114
17735547 294 127 44 201 153 134

Figure 3: Machine learning of alternative development of organizational capital of the enterprise.
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Taking into account the dynamics of changes in results, it can be concluded that subsequent
training cycles can bring more optimized costs. Figure 4 shows the optimization of the costs of
organizational capital development, taking into account the same level of organizational capital
development.

Figure 4: Machine learning of alternative development of organizational capital of the enterprise.

It is also worth noting that when the input data changes, machine learning will be able to
rebuild and generate calculations and optimize the result better and faster than a person.

3. Conclusions

The study presents a conceptual framework for the application of Q-leaning to ascertain the most
effective developmental strategy for organizational capital within the context of intellectual
capital. This approach aims to bolster the reliability of the outcomes achieved.

As a result, the strategy’s capital for fostering information potential innovations and the
capital of alternatives independently undertake pivotal roles in shaping and implementing
mechanisms for managing intellectual capital, both in conjunction with and separately from
other capital types.

The crux of this approach lies in the judicious selection of significance indicators (returns)
for contributions to various organizational capital facets, driving iterative learning cycles. Such
an approach streamlines the exploration and formulation of organizational capital development
strategies, opening pathways to genuine alternatives and simplifying decision-making processes.

Notably, tuning training by altering parameters such as reward magnitude, data optimization
value, and training constraints can yield superior outcomes by accelerating training processes
and furnishing a more proficient AI capable of delivering enhanced results.
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Leveragingmachine learning to optimize costs linked with organizational capital development
stands as the most effective method. The advantages of swiftness, objectivity, and adaptability
to external shifts distinguish this approach from human-centric alternatives.

To bolster outcomes, fine-tuning of these actions and precise selection of alternatives for
action-based choices are deemed essential.
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Abstract
The energy market is characterized by unstable price dynamics, which challenge the quantitative models
of pricing processes and result in abnormal shocks and crashes. We use recurrence quantification analysis
(RQA) to analyze and construct indicators of intermittent events in energy indices, where regular patterns
are interrupted by chaotic fluctuations, which could signal the onset of crisis events. We apply RQA to
daily data of Henry Hub natural gas spot prices, WTI spot prices, and Europe Brent spot prices. Our
empirical results show that the recurrence measures capture the distinctive features of crashes and can
be used for effective risk management strategies.

Keywords
energy market, recurrence quantification analysis, crash detection, risk management, price dynamics,
instability, abnormal shocks

1. Introduction

Crude oil stands as a linchpin in the stability of global economic and financial systems, ren-
dering it a strategic asset for national economic progress [2, 3]. Analyzing the multifaceted
determinants impacting crude oil prices becomes paramount for investors, governmental bodies,
and stakeholders. These price fluctuations stem from diverse sources, including fundamental
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factors such as crude oil supply and demand [4], as well as non-fundamental factors like investor
sentiment and speculations [5]. Notably, the interplay of the global economic landscape, geopo-
litical stability among oil-producing nations, and economic policy uncertainty significantly
shape crude oil prices.

Given the pivotal role of crude oil in economic advancement, the market’s volatile nature
has led to substantial economic repercussions, especially for oil-import-dependent countries.
Consequently, numerous studies have delved into the drivers of crude oil price volatility, fuelling
debates within academia regarding the mechanics of the crude oil market [6, 7, 8]. Amidst this
discourse, the intricate risks posed by crude oil price fluctuations, driven by their stochastic
and complex nature, have come to the forefront [9, 10, 11, 12].

Two key benchmarks, namely WTI and Brent contracts, typically set oil prices. These
benchmarks are favored by hedge funds and traders, resulting in considerable interest in the
WTI-Brent pricing structure encompassing futures curve shapes, benchmark price disparities,
andmarket integration levels. Financial institutions actively engage in these markets, amplifying
their influence on jet fuel, diesel, heating oil, and gasoline prices. Furthermore, the WTI-Brent
spread serves as a foundation for derivative financial products like swaps and options.

While microeconomic theory attributes crude oil prices to supply and demand dynamics, the
financialization of oil in the past decade has heightened speculative influences, complicating
price determination [13, 14].

The natural gas industry has flourished due to substantial market demand, abundant cost-
effective supply, and thriving global trade. Predicting natural gas prices holds critical importance
in trading, electric power planning, and regulatory decision-making. Henry Hub (U.S.), NBP
(U.K.), and LNG (Japan) now serve as vital international natural gas trading hubs. Among
these, Henry Hub boasts the highest liquidity, widest impact, and strongest reflection of supply-
demand dynamics. Beyond fundamental factors, natural gas prices are influenced by elements
such as extreme weather, geopolitical conflicts, and international relations [15].

Given the nonlinear and non-stationary traits of crude oil and natural gas markets under
intricate influences, enhancing the early detection accuracy of market crises remains a pivotal
research goal. This paper introduces recurrence analysis-based indicators (indicator-precursors)
for this purpose.

2. Methodology of recurrence analysis

In 1890 Poincaré introduced Poincaré recurrence theorem [16], which states that certain systems
return to their arbitrarily close, or exactly the same initial states after a sufficiently long but
finite time. Such property in the case of deterministic behavior of the system allows us to make
conclusions regarding its future development.

2.1. Time delay method

The state of the system can be described by the set of variables. Its observational state can be
expressed through a 𝑑-dimensional vector or matrix, where each of its components refers to a
single variable that represents a property of the system. After a while, the variables change,
resulting in different system states.
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Usually, not all relevant variables can be captured from our observations. Often, only a single
variable may be observed. Thakens’ theorem [17] that was mentioned in previous sections
ensures that it‘s possible to reconstruct the topological structure of the trajectory formed by
the state vectors, as the data collected for this single variable contains information about the
dynamics of the whole system.

For an approximate reconstruction of the original dynamics of the observed system, we
project the time series onto a Reconstructed Phase Space [18, 19, 20] with the commonly used
time delay method [19] which relied on the embedding dimension and time delay.

The embedding dimension is being the dimensionality of the reconstructed system (corre-
sponds to the number of relevant variables that may differ from one system to another. The
time delay parameter specifies the temporal components of the vector components.

2.2. Recurrence plot

Recurrence plot (RP) have been introduced to study dynamics and recurrence states of complex
systems. When we create RP, at first, from recorded time series we reconstruct phase-space
trajectory. Then, according to Eckmann et al. [21], we consider a trajectory X⃗(𝑖) on the recon-
structed trajectory. The recurrence plot is an array of dots in a 𝑁 × 𝑁 matrix, where dot is
placed at (𝑖, 𝑗) whenever X⃗(𝑗) is sufficiently close to X⃗(𝑖), and both axes are time axes which
mathematically can be expressed as

𝑅𝑖𝑗 = Θ(𝜖− ‖X⃗(𝑖) − X⃗(𝑗)‖),

for 𝑖, 𝑗 = 1, … , 𝑁,
(1)

where ‖ ‖ is a norm (representing the spatial distance between the states at times 𝑖 and 𝑗); 𝜖 is
a predefined recurrence threshold, and Θ (⋅) is the Heaviside function. As a result, the matrix
captures a total of 𝑁 2 binary similarity values.

Typically, 𝐿𝑝-norm is applied to determine the pairwise similarity between two vectors.
According to Webber and Zbilut [22], the 𝐿1-norm (Taxicab metric), the 𝐿2-norm (Euclidean
metric), and the 𝐿∞-norm (Chebyshev metric) can serve as candidates for measuring distance
between trajectories in phase space.

Also, as it can be seen from equation (1), the similarity between vectors is determined by a
threshold 𝜖. The choice of 𝜖 > 0 ensures that all vectors that lie within this radius are similar to
each other, and that dissimilarity up to a certain error is permitted [16].

The fixed radius for recurrent states is the commonly used condition, which leads to equally
sized 𝜖-neighborhoods. The shape in which neighborhoods lie is determined by the distance
metric. Applying the fixed threshold with the distance metric, we define recurrence matrices
that are symmetric along the middle diagonal. The self-similarity of the multi-dimensional
vectors reflects in the middle diagonal, which is commonly referred to as the line of identity
(LOI). In contrast, it is not guaranteed that a recurrence matrix is symmetric if the condition of
the �xed number of nearest neighbors is applied. For specific purposes (e.g., quantification of
recurrences), it can be useful to exclude the LOI from the RP, as the trivial recurrence of a state
with itself might not be of interest [23].
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The main purpose of RP is the visualization of trajectories and hidden patterns of the systems
[24, 23].

The dots within RP, representing the time evolution of the trajectories, exhibit characteristic
large-scale and small-scale patterns. Large-scale patterns of RP can be classified as

• homogeneous – autonomous and stationary systems, which consist of many recurrence
points that are homogeneously distributed (relaxation times are short);

• periodic – long, uninterrupted, and diagonally oriented structures that represent which
indicate periodic behavior. These lines are usually distributed regularly;

• drift – systems with patterns paling or darkening from the LOI to the outer corners of RP;
• disrupted – systems with drastic changes as well as extreme events in the system dynamics.

The small-scale clusters can represent a combination of isolated dots (abrupt events). Similar
evolution at different periods in time or in reverse temporal order will present diagonal lines
(deterministic structures) as well as vertical/horizontal lines to inscribe laminar states (intermit-
tency) or systems that paused at singularities. For the quantitative description of the system,
such small-scale clusters serve the base of the recurrence quantification analysis (RQA).

2.3. Recurrence quantification analysis

The graphic representation of the system suits perfectly for a qualitative description. However,
the main disadvantage of graphical representation is that it forces users to subjectively intuit and
interpret patterns and structures presented within the recurrence plot. Also, with the increasing
size of RP, they can be hardly depicted on graphical display as a whole. As a result, we need to
work with separated parts of the original plot. Analysis in such a way may create new defects,
which should distort objectivity of the observed patterns and lead to incorrect interpretations.
To overcome such limitation and spread an objective assessment among observers, in the early
1990s by Webber and Zbilut [25, 26] were introduced definitions and procedures to quantify
RP’s complexity, and later, it has been extended by Marwan et al. [27].

The first known measure of the RQA is recurrence rate, which measures the probability that
the studied process will recur (𝑅𝑅):

𝑅𝑅 = 1
𝑁 2

𝑁
∑
𝑖,𝑗=1

𝑅𝑖,𝑗. (2)

Another measure is based on frequency distribution of line structures in the RP. First, we
consider the histogram of the length of the diagonal structures in the RP

𝑃(𝑙) =
𝑁
∑
𝑖,𝑗=1

(1 − 𝑅𝑖−1,𝑗−1)

× (1 − 𝑅𝑖+𝑙,𝑗+𝑙)
𝑙−1
∏
𝑘=0

𝑅𝑖+𝑘,𝑗+𝑘.

(3)
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The percentage of recurrence points that form diagonal segments of minimal length 𝑙𝑚𝑖𝑛
parallel to the main diagonal is the measure of determinism (𝐷𝐸𝑇):

𝐷𝐸𝑇 =
𝑁
∑
𝑙=𝑙𝑚𝑖𝑛

𝑙𝑃(𝑙) /

𝑁
∑
𝑙=1

𝑙𝑃(𝑙). (4)

Systems that are characterized by long diagonal lines are presented to be periodic. From
chaotic signals, we would expect short diagonal lines, and stochastic processes would not
present any diagonal lines. Performing the RQA, typically, we rely on the lines with minimal
length, which excludes the shorter lines, which may be spurious for characterizing deterministic
processes. In our case, 𝑙𝑚𝑖𝑛 = 2 is considered. In case when 𝑙𝑚𝑖𝑛 = 1, DET and RR are identical.

Considering diagonal line segments, we can emphasize the longest one – 𝐿𝑚𝑎𝑥. This indicator
measures the maximum time that two trajectories remain close to each other and can be
interpreted as the maximum prediction time:

𝐿𝑚𝑎𝑥 = max ({𝑙𝑖 | 𝑖 = 1, … , 𝑁𝑙}) , (5)

where 𝑁𝑙 = ∑𝑙⩾𝑙𝑚𝑖𝑛 𝑃(𝑙) is the total number of diagonal lines.
Divergence (𝐷𝐼𝑉 ) is the inverse of 𝐿𝑚𝑎𝑥 characterizes the exponential divergence of the phase

space trajectory [28, 29]:

𝐷𝐼𝑉 = 1 / 𝐿𝑚𝑎𝑥. (6)

For longer diagonal lines system is more deterministic and, therefore, the measure of diver-
gence is also lower. The smaller 𝐿𝑚𝑎𝑥, the more divergent are trajectories and more chaotic
the studied system. According to Eckmann et al. [21], 𝐷𝐼𝑉 can be used to estimate the largest
positive Lyapunov exponent.

Another measure which is related to the diagonal line segments is the average diagonal line
length (𝐿𝑚𝑒𝑎𝑛):

𝐿𝑚𝑒𝑎𝑛 = ∑
𝑁
𝑙=𝑙𝑚𝑖𝑛

𝑙𝑃(𝑙) / ∑
𝑁
𝑙=𝑙𝑚𝑖𝑛

𝑃(𝑙) (7)

It can be interpreted as the mean prediction horizon of the system, and it measures average
time that two trajectories remain close to each other.

Using the classic Shannon entropy, we can measure the hidden complexity of recurrence
structures in the RP. In accordance with this study, the entropy of diagonal line histogram
(𝐷𝐿𝐸𝑛) is of the greatest interest. It can be defined as:

𝐷𝐿𝐸𝑛 = −
𝑁
∑
𝑙=𝑙𝑚𝑖𝑛

𝑝(𝑙) ln 𝑝(𝑙) (8)

and

𝑝(𝑙) = 𝑃(𝑙) /
𝑁
∑
𝑙=𝑙𝑚𝑖𝑛

𝑃(𝑙), (9)

where 𝑝(𝑙) captures the probability that a diagonal line has exactly length 𝑙, and 𝐷𝐿𝐸𝑛 reflects
the complexity of deterministic structure in the system. The more uniform is the frequency
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distribution of diagonal lines, the higher the value of𝐷𝐿𝐸𝑛. If there is predominant deterministic
behavior with a particular period 𝑙, then 𝐷𝐿𝐸𝑛 becomes lower.

As it was mentioned, the RP structure consists of vertical (horizontal lines). For themMarwan
and Webber [30] proposed additional recurrence measures. The first of them is the laminarity
(𝐿𝐴𝑀) Analogously to the equation (4), which measures the percentage of diagonal lines with
minimal length 𝑙𝑚𝑖𝑛 in the RP, we can calculate the fraction of recurrence points forming vertical
structures of minimal length 𝑣𝑚𝑖𝑛:

𝐿𝐴𝑀 =
𝑁
∑

𝑣=𝑣𝑚𝑖𝑛
𝑣𝑃(𝑣) /

𝑁
∑
𝑣=1

𝑣𝑃(𝑣) (10)

with

𝑃(𝑣) =
𝑁
∑
𝑖,𝑗=1

(1 − 𝑅𝑖,𝑗−1)

× (1 − 𝑅𝑖,𝑗+𝑣)
𝑣−1
∏
𝑘=0

𝑅𝑖,𝑗+𝑘

(11)

as the histogram of lengths of vertical lines.
Since it measures the overall amount of vertical lines, it characterizes the percentage of

laminar states within the system. If 𝐿𝐴𝑀 increases, then there are more vertical or diagonal
structures than isolated recurrent points.

Similarly to 𝐿𝑚𝑎𝑥, we can define the measure which will indicate the maximum time that a
system holds an unchangeable pattern – the maximal vertical lines length (𝑉𝑚𝑎𝑥):

𝑉𝑚𝑎𝑥 = max ({𝑣𝑖 | 𝑖 = 1, … , 𝑁𝑣}) , (12)

where 𝑁𝑣 = ∑𝑣⩾𝑣𝑚𝑖𝑛 𝑃(𝑣) is the total number of vertical lines.
Vertical line divergence (𝑉𝐷𝐼𝑉) is the analogous to (6), which can be related to the rate of

divergence from laminar state:

𝑉𝐷𝐼𝑉 = 1 / 𝑉𝑚𝑎𝑥. (13)

Consequently, we can define the average time that two trajectories remain at a specific state –
trapping time (𝑇𝑇):

𝑇𝑇 = ∑
𝑁
𝑣=𝑣𝑚𝑖𝑛

𝑣𝑃(𝑣) / ∑
𝑁
𝑣=𝑣𝑚𝑖𝑛

𝑃(𝑣). (14)

For high 𝑇𝑇 values we would expect the system to consist of more laminar states, whereas low
𝑇𝑇 values would indicate abrupt changes in the system’s dynamics.

The variability of laminar states with different duration time can be measured in the same
way as for diagonal lines – using Shannon entropy. The complexity of vertical lines can be
measures according to the following equation:

𝑉𝐿𝐸𝑛 = −
𝑁
∑

𝑣=𝑣𝑚𝑖𝑛
𝑝(𝑣) ln 𝑝(𝑣) (15)
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with

𝑝(𝑣) = 𝑃(𝑣) /
𝑁
∑

𝑣=𝑣𝑚𝑖𝑛
𝑃(𝑣) (16)

indicating the probability of a vertical line to have length 𝑣 ⩾ 𝑣𝑚𝑖𝑛.
In the same manner, we can quantify the variation (complexity) of abrupt changes during the

studied periods in the energy markets. Regarding equation (7), we can quantify the average
time of divergence when two trajectories in the phase-space remain out of recurrence threshold
𝜖. This measure can be called as average white vertical line length (𝑊𝑉𝐿𝑚𝑒𝑎𝑛):

𝑊𝑉𝐿𝑚𝑒𝑎𝑛 =
𝑁
∑

𝑤=𝑤𝑚𝑖𝑛

𝑤𝑃(𝑤) /
𝑁
∑

𝑤=𝑤𝑚𝑖𝑛

𝑃(𝑤), (17)

where 𝑃(𝑤) is the frequency of white vertical lines in the RP. This measure can be interpreted
as the mean horizon of unpredictability of the system.

This kind of complexity is associated with the white vertical lines in the RP and can be
quantified in the following way:

𝑊𝑉𝐿𝐸𝑛 = −
𝑁
∑

𝑤=𝑤𝑚𝑖𝑛

𝑝(𝑤) ln 𝑝(𝑤) (18)

with

𝑝(𝑤) = 𝑃(𝑤) /
𝑁
∑

𝑤=𝑤𝑚𝑖𝑛

𝑃(𝑤) (19)

indicating the probability of a white vertical line to have length 𝑤 ⩾ 𝑤𝑚𝑖𝑛.
The further measure is based on the ration between 𝐷𝐸𝑇 and 𝑅𝑅, and known as ratio

(𝐷𝐸𝑇/𝑅𝑅):

𝐷𝐸𝑇/𝑅𝑅 = 𝑁 2 ∑
𝑙=𝑙𝑚𝑖𝑛

𝑃(𝑙) / (
𝑁
∑
𝑙=1

𝑙𝑃(𝑙))
2

(20)

In the same manner, we can define another measure which is based on the ratio between
𝐿𝐴𝑀 and 𝐷𝐸𝑇:

𝐿𝐴𝑀/𝐷𝐸𝑇 =
𝑁
∑

𝑣=𝑣𝑚𝑖𝑛
𝑣𝑃(𝑣) ⋅

𝑁
∑
𝑙=1

𝑙𝑃(𝑙)

/
𝑁
∑
𝑣=1

𝑣𝑃(𝑣) ⋅
𝑁
∑
𝑙=𝑙𝑚𝑖𝑛

𝑙𝑃(𝑙).
(21)

This measures can be used to uncover hidden transitions in the dynamics of the system [25].

3. Results and analysis

Regarding previous studies, we present additional analysis on co-movement between 3 energy-
related indices and construct indicators or indicators-precursors based on the using recurrence
analysis.
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The presented work uses daily data of Henry Hub natural gas spot prices (US$/MMBTU)
ranged from 7 February 1997 to 18 October 2022; Cushing, OK WTI spot prices FOB (US$/BBL)
ranged from 20 May 1987 to 17 October 2022; Europe Brent spot prices FOB (US$/BBL) ranged
from 20 May 1987 to 17 October 2022 [31, 32].

In figure 1 are presented:

• the dynamics of the initial time series;
• standardized returns, where returns can be calculated as 𝐺(𝑡) = [𝑥(𝑡 + Δ𝑡) − 𝑥(𝑡)]/𝑥(𝑡)
and their standardized version as 𝑔(𝑡) = [𝐺(𝑡) − ⟨𝐺⟩]/𝜎;

• probability density function of the standardized returns.

We can see that most periods in energy markets are defined by events that exceed ±3𝜎. Both
WTI and Brent returns are characterized by much more extensive crashes. Previous studies
pointed out that such events are located in fat-tails of the probability distribution. Such crashes
are the main source of high complexity and non-linearity in the studied systems.

Most of our results are based on the sliding window approach. The idea here is to take a sub-
window of a predefined length 𝑤. For that sub-window, we perform recurrence quantification
analysis, get necessary indicators that are appended to the array. Then, the window is shifted
by a predefined time step ℎ, and the procedure is repeated until the time series is completely
exhausted.

We have performed RQA under sliding window procedure for standardized returns and
standardized initial time series [33, 34, 35, 36, 37, 38]. We have found that standardized initial
time series better expresses internal complexity and recurrent properties of the energy market
indices.

RQA was performed for the following parameters:

• embedding dimension 𝑑𝐸 = 1;
• time delay 𝜏 = 1;
• recurrence threshold 𝜖 = 0.3;
• 𝐿2-norm as a candidate for measuring distance between trajectories in phase space;
• minimum diagonal line length 𝑙𝑚𝑖𝑛=2;
• minimum vertical line length 𝑣𝑚𝑖𝑛 = 2;
• minimum white vertical line length 𝑤𝑚𝑖𝑛 = 2;
• sliding window length 𝑤 = 500 days;
• sliding window time step ℎ = 1 day.

Worth to mention that the experiments were performed for sliding window lengths of 250
days and 500 days. We have chosen the second option since it represents a more reliable and
smoother dynamics of all the presented indicators. All described measures result into highly
volatile variation with the sliding window of 250 days that difficult to interpret.

In figure 2 are presented RPs for the studied series.
Recurrence plots in figure 2 represent that the studied energy markets are highly inhomoge-

neous. As it was expected, nonlinear structure of WTI and Brent is presented to be very similar,
comparing to Henry Hub. Recurrence structure of all indices varies across time. They do not
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(a)

(b)

(c)

Figure 1: Initial time series (a), standardized returns (b), and pdf of standardized returns of WTI spot
prices (WTI), Europe Brent spot prices (Brent), and Henry Hub natural gas spot prices (Henry Hub).
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(a) (b)

(c)

Figure 2: Recurrence plots calculated for WTI (a), Brent (b), and Henry Hub (c) standardized time series.

follow a certain pattern, presented to be non-periodic, and there are differences in the patterns
that concern the frequency of their appearance, shape, and size. It should be noticed that for the
oil markets first 4000 days are presented to be highly recurrent, while the remaining days seem
to be more volatile, which is indicated by high proportion of white regions. The recurrence
structure of Henry Hub index is presented to be more uniformly distributed. The variations
of recurrence patterns should be more noticeable during crashes. Recurrence quantitative
indicators should give a more accurate representation of the complex, chaotic structure of the
studied markets.

Figure 3 represents recurrence measures of determinism (𝐷𝐸𝑇) and laminarity (𝐿𝐴𝑀).
In figure 3 we see that 𝐷𝐸𝑇 and 𝐿𝐴𝑀 increase during crisis events of all markets. We

may conclude that those critical states are characterized by high degree of laminarity and
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(b)

(c)

Figure 3: Recurrence measures of determinism (𝐷𝐸𝑇) and laminarity (𝐿𝐴𝑀) calculated for WTI (a),
Europe Brent (b), and Henry Hub (c) indices.
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determinism. Crashes are presented to be highly complex and deterministic. Their degree of
predictability becomes higher, and corresponding recurrence measures seem to be indicators or
even indicators-precursors of such changes.

Figure 4 represents recurrence measures of ratios 𝐷𝐸𝑇/𝑅𝑅 and 𝐿𝐴𝑀/𝐷𝐸𝑇.
From figure 4 we can see that both measures decrease during crisis events of energy indices.

For ratio 𝐷𝐸𝑇/𝑅𝑅 we may say that the overall percentage of recurrence points in RP becomes
higher than the percentage of only diagonal structures in RP. For ratio 𝐿𝐴𝑀/𝐷𝐸𝑇 we see
precisely the same behavior during crashes, i.e., it starts to decline during crisis or even in
advance. Thus, it can be seen that the overall determinism of the system during crashes is much
higher than the degree of laminarity.

Figure 5 shows recurrence measures of diagonal (𝐷𝐼𝑉) and vertical line (𝑉𝐷𝐼𝑉) divergences.
Figure 5 demonstrates that the divergence of deterministic and laminar structure of energy-

related markets becomes lower during critical states. Since both measures are inverse quantities
to maximum diagonal and vertical line length (𝐿𝑚𝑎𝑥 and 𝑉𝑚𝑎𝑥), such behavior has to be obvious.
Previous measures have made it clear to us that the crisis phenomena of energy indices are
characterized by a high degree of determinism and laminarity. In this case, the lengths of
diagonal and vertical lines should also increase, which indicate an increase in the horizon of
predictability and immutability.

Figure 6 represents recurrence measures of recurrence rate (𝑅𝑅), average diagonal line length
(𝐿𝑚𝑒𝑎𝑛), and trapping time (𝑇𝑇).

In figure 6 we see that recurrence rate increases during crisis phenomena. This means that
the total number of trajectories in the phase space that are close enough to each other becomes
larger on the eve of a crisis or at the moment of its onset. Thus, the probability of recurrence
state increases during crash. Regarding previous measures, 𝑅𝑅 and 𝐿𝑚𝑒𝑎𝑛, we see that the
average degree of predictability during crisis increases. The same can be seen for trapping
time: average degree of changeability increases during crashes. Based on this indicator, we may
conclude that the system is ‘trapped’ in a state of crisis.

Figure 7 presents recurrence measures of average white vertical line length (𝑊𝑉𝐿𝑚𝑒𝑎𝑛), and
diagonal, vertical and white vertical line entropies (𝐷𝐿𝐸𝑛, 𝑉𝐿𝐸𝑛, and 𝑊𝑉𝐿𝐸𝑛).

From figure 7 we can see that all the presented quantitative measures of recurrence begin
to increase during crises, indicating a special state of the market at these points in time. The
average white vertical line length shows that crisis events are characterized not only by the
determinism of the dynamics of market movement, but also by the dissimilarity of these events
to many previous ones, since the length of the white vertical lines is becoming an increasing
trend. It can also be said that the market represents a much more deterministic structure than a
laminar one. Also, the degree of volatility of these events can knock the market dynamics out
of the limits of the epsilon value.

The diagonal line entropy also shows an increasing trend. Since the Shannon entropy is
maximal with a uniform distribution, it can be concluded that the collapse events of energy
indices are characterized by different horizons of predictability. That is, in the pre-crisis
dynamics there is no black diagonal line of the same length, which is the dominant one. During
a crisis, horizons of determinism appear, which gain even more weight if compared with the
rest.

The vertical line entropy increases similarly to 𝐷𝐿𝐸𝑛. We may assume that similarly to
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(b)
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Figure 4: Recurrence measures (𝐷𝐸𝑇/𝑅𝑅) and (𝐿𝐴𝑀/𝐷𝐸𝑇) calculated for WTI (a), Europe Brent (b),
and Henry Hub (c) indices.
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(b)

(c)

Figure 5: Recurrence measures of diagonal line divergence (𝐷𝐼𝑉) and vertical line divergence (𝑉𝐷𝐼𝑉)
calculated for WTI (a), Europe Brent (b), and Henry Hub (c) indices.
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(b)

(c)

Figure 6: Recurrence measures of recurrence rate (𝑅𝑅), average diagonal line length (𝐿𝑚𝑒𝑎𝑛), and trapping
time (𝑇𝑇) calculated for WTI (a), Europe Brent (b), and Henry Hub (c) indices.
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Figure 7: Recurrence measures of average white vertical line length (𝑊𝑉𝐿𝑚𝑒𝑎𝑛), diagonal line entropy
(𝐷𝐿𝐸𝑛), vertical line entropy (𝑉𝐿𝐸𝑛), and white vertical line entropy (𝑊𝑉𝐿𝐸𝑛) calculated for WTI (a),
Europe Brent (b), and Henry Hub (c) indices.
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diagonal lines laminar states have different horizons of invariability during crash events, and
these horizons of invariability have greater tendency to uniform distribution.

The white vertical line entropy increases similarly to other entropies. This dynamics is
consistent with the 𝑊𝑉𝐿𝑚𝑒𝑎𝑛 measure.

4. Conclusions

This study has delved into the intricate, nonlinear, and nonstationary dynamics of the oil and
gas markets through the lens of recurrence analysis. Leveraging daily data spanning from 7
February 1997 to 18 October 2022 for Henry Hub natural gas spot prices, from 20 May 1987 to
17 October 2022 for WTI spot prices, and corresponding data for Europe Brent spot prices, we
draw several significant conclusions from our empirical findings.

Firstly, our analysis of recurrence plots reveals the inherent inhomogeneity within the studied
markets. Notably, the nonlinear structures of WTI and Brent exhibit remarkable similarities
when contrasted with Henry Hub. Furthermore, recurrence patterns for all indices exhibit
temporal variations, demonstrating differences in the frequency, shape, and size of black- and
white-dot patterns across time.

From quantitative measures of complexity, the following insights emerge:

1. Characteristics of Crash Events: Crashes in energy-related indices exhibit a pro-
nounced degree of both laminarity and determinism, indicating a high level of complexity
and determinism during these events.

2. Determinism vs. Laminarity: The percentage of recurrence points surpasses that of
only diagonal structures during crises. While the overall degree of determinism outweighs
laminarity, a higher percentage of diagonal lines during crises highlights their significance.

3. Divergence During Critical States: The divergence between deterministic and laminar
structures diminishes during critical states, indicating increased repeatability in the
dynamics of the studied systems. This suggests that phase-space trajectories converge
during financial crises.

4. Recurrence Measures during Crises: Measures like recurrence rate, mean diagonal
line length, and trapping time increase during crisis periods. This implies a larger number
of closely situated trajectories in phase space, raising the probability of recurrence states
and predictability. Greater presence of vertical lines signifies the system being ’trapped’
in a crisis state.

5. Entropy-based Measures: Entropy-based measures, especially white vertical line mea-
sures, reveal intricate nonlinear patterns in energy-related indices that encompass deter-
minism, laminarity, and dissimilarities reflected in white lines.

The approach applied to WTI, Brent, and Henry Hub indices underscores the energy market’s
nature as an open, chaotic, nonlinear system intricately intertwined with diverse technical
and fundamental factors. While recurrence plots and recurrence quantification analysis of-
fer promising outcomes for crisis prediction and early-warning indicator construction, their
practical application in trading strategies and autonomous trading bots necessitates further
refinement.
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Furthermore, for accurate crisis forecasting, the integration of proposed indicators (indicators-
precursors) with specific forecasting models is imperative [11, 39, 15, 12, 40, 41, 42]. This
convergence seems particularly promising at the intersection of artificial intelligence and fuzzy
logic methods [43, 44, 45, 46, 47, 48, 49].

Simultaneously, we aim to explore cross-recurrences between energy indices and diverse
technical and fundamental indicators utilizing cross- and joint-recurrence quantification analysis
[50, 51, 52]. This avenue holds potential for further unraveling the intricate relationships within
energy markets.
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Abstract
Network analysis is a powerful method to characterize the complexity and dynamics of socio-economic
systems. However, traditional network analysis often ignores the higher-order dependencies that arise
from the interactions of more than two nodes. In this paper, we propose to use high-order networks, which
are generalized network structures that capture the higher-order dependencies, to study the temporal
evolution of the Dow Jones Industrial Average (DJIA) index. We construct high-order networks from the
DJIA time series using the visibility graph method, and we measure the topological complexity of the
high-order networks using various metrics. We find that the complexity of the system changes drastically
during crisis events, indicating that high-order network analysis can be used as an indicator (indicator-
precursor) of financial crashes. We also show that high-order network analysis and topology can provide
more insights into the nonlinear and nonstationary behavior of the DJIA index than traditional tools of
financial time series analysis.

Keywords
high-order network analysis, financial crash identification, complex networks, multiplex networks,
visibility graph, indicator-precursor

1. Introduction

The proliferation of extensive and finely-grained data, often with temporal resolution, has
unlocked unprecedented opportunities to dissect the behaviors of complex systems spanning
diverse domains such as biology, technology, finance, and economics [2, 3, 4]. These intri-
cate systems, comprising myriad interacting units, frequently exhibit emergent properties at
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macroscopic scales due to heterogeneous interactions among their constituents [5]. Complex
networks have emerged as a formidable toolset to analyze the structures and dynamics of
such systems [5]. However, the tools conventionally employed in network analysis often focus
on interactions between pairs of nodes, a limitation at odds with the increasing availability
of empirical data illustrating group interactions within heterogeneous systems [6]. Thus, it
becomes evident that interactions within systems often extend beyond dyadic connections,
manifesting as collective actions involving groups of nodes [7, 8], exerting a notable influence
on the interacting systems’ dynamics [9, 10].

The notion of higher-order interactions finds historical roots in solid-state physics, where
multiparticle potentials and quantum mechanical calculations supplanted paired interactions.
Similarly, in thermodynamics and statistical physics, Tsallis introduced nonextensive interac-
tions [11, 12]. However, in contrast to these simpler representations of higher-order interactions,
complexity in complex systems demands more intricate mathematical structures like hyper-
graphs and simplicial complexes.

Diverse models of higher-order networks have surfaced [13], reflecting the growing im-
portance of this domain. Here, we briefly highlight key models that have garnered attention
[14, 15, 16].

Multiplex Networks: Multiplex networks, multilayer networks, and networks of networks
capture interactions between various entities and have found applicability in systems with
diverse interaction types [17]. However, most interactions remain dyadic and can be represented
through traditional networks [18]. Their application in financial analysis is well-documented
[19, 20, 21, 22, 23, 24, 25, 26, 27, 20] alongside higher-order networks [28, 29, 30, 31, 32, 33, 34, 35].

Hypergraphs and Simplicial Complexes: Algebraic topology’s computational techniques,
hypergraphs, and simplicial complexes encode units and hyperlinks, allowing explicit consider-
ation of systems beyond pairwise interactions [9, 36, 7, 37].
Higher-Order Markov Models: First-order Markov models have gained traction in de-

scribing flows of information, energy, money, etc. within networks [38]. However, many flows
exhibit path-dependent behaviors, necessitating higher-order Markov chain models [16].
Higher-Order Graphical Models and Markov Random Fields: Markov random fields,

including the Ising model, extended to higher-order models, capture interactions between
multiple objects [39, 40].

Recently, Santoro et al. [36] introduced a structure to characterize instantaneously co-
fluctuating [41] signal patterns of all interaction orders. They showcased that higher-order
measures discern subtleties in space-time regimes in diverse studies: brain activity, stock option
prices, and epidemics. In this context, we explore the application of multiplex and higher-order
network techniques to model crisis states in the stock market. Section 2 introduces a graph
representation based on the visibility graph, while Section 3 presents multiplex networks’ theory,
including measures. Section 4 elaborates on higher-order networks and encoding methods,
describing measures for both classical and high-order networks. Empirical results, including a
comparative analysis of measures, are presented in Section 5. Finally, Section 6 outlines our
conclusions and future directions.
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2. Visibility graph

Visibility graph (VG), which was proposed by Lacasa et al. [42] is typically constructed from a
univariate time series. In a visibility graph, each moment in the time series maps to a node in
the network, and an edge exists between the nodes if they satisfy a “mutual visibility” condition.

“Mutual visibility” can be understood by imagining two points 𝑥𝑖 at time 𝑡𝑖 and 𝑥𝑗 at time 𝑡𝑗 as
two hills of a time series, which can be understood as a landscape, and these two points are
“mutually visible” if 𝑥𝑖 has no any obstacles in the way on 𝑥𝑗. Formally, two points are mutually
visible if, all values of 𝑥𝑘 between 𝑡𝑖 and 𝑡𝑗 satisfy:

𝑥𝑘 < 𝑥𝑖 +
𝑡𝑘 − 𝑡𝑖
𝑡𝑗 − 𝑡𝑖

[𝑥𝑗 − 𝑥𝑖] , ∀𝑘 ∶ 𝑖 < 𝑘 < 𝑗 (1)

Horizontal visibility graph (HVG) [43] is a restriction of usual visibility graph, where two
points 𝑥𝑖 and 𝑥𝑗 are connected if there can be drawn a horizontal path that does not intersect
an intermediate point 𝑥𝑘, 𝑖 < 𝑘 < 𝑗. Equivalently, node 𝑥𝑖 at time 𝑡𝑖 and node 𝑥𝑗 at time 𝑡𝑗 are
connected if the horizontal ordering criterion is fulfilled:

𝑥𝑘 < inf(𝑥𝑖, 𝑥𝑗), ∀𝑘 ∶ 𝑖 < 𝑘 < 𝑗. (2)

Figure 1 is an approximate illustration of the construction of visibility graphs.

Figure 1: Schematic illustration of the VG (red lines) and the HVG (green lines). Adapted from [44].

3. Multiplex orderness and measures of complexity

Multiplex network [45] is the representation of the system which consists of the variety of
different subnetworks with inter-network connections. For working with multiplex financial
networks, we set two tasks:
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• convert separated time series into network that represent a layer of a multiplex network.
The procedure of conversion is presented in section 2;

• create intra-layer connection between each subnetwork.

Figure 2 represents an algorithm for creating a three-layered multiplex visibility graph.

Figure 2: Illustration of the multiplex VG formation on the example of three layers. Adapted from [46].

Multiplex network is the representation of a pair 𝑀 = (𝐺, 𝐶), where {𝐺𝛼 | 𝛼 ∈ 1, … ,𝑀} is a set
of graphs 𝐺𝛼 = (𝑋𝛼, 𝐸𝛼) that called layers and

𝐶 = {𝐸𝛼𝛽 ⊆ 𝑋𝛼 × 𝑋𝛽 | 𝛼 , 𝛽 ∈ 1, … ,𝑀, 𝛼 ≠ 𝛽} (3)

is a set of intra-links in layers 𝐺𝛼 and 𝐺𝛽 (𝛼 ≠ 𝛽). 𝐸𝛼 is intra-layer edge in 𝑀, and each 𝐸𝛼𝛽 is
denoted as inter-layer edge.

A set of nodes in a layer 𝐺𝛼 is denoted as 𝑋𝛼 = {𝑥𝛼1 , … , 𝑥𝛼𝑁𝛼
}, and an intra-layer adjacency

matrix as 𝐴[𝛼] = (𝑎𝛼𝑖𝑗) ∈ Re𝑁𝛼×𝑁𝛼 , where

𝛼𝛼𝑖𝑗 = {
1, (𝑥𝛼𝑖 , 𝑥

𝛼
𝑗 ) ∈ 𝐸𝛼,

0.
(4)

for 1 ≤ 𝑖 ≤ 𝑁𝛼, 1 ≤ 𝑗 ≤ 𝑁𝛽 and 1 ≤ 𝛼 ≤ 𝑀. For an inter-layer adjacency matrix, we have

𝐴[𝛼, 𝛽](𝑎𝛼𝛽𝑖𝑗 ) ∈ Re𝑁𝛼×𝑁𝛽 , where

𝛼𝛼𝛽𝑖𝑗 = {
1, (𝑥𝛼𝑖 , 𝑥

𝛽
𝑗 ) ∈ 𝐸𝛼𝛽,

0.
(5)

A multiplex network is a partial case of inter-layer networks, and it contains a fixed number of
nodes connected by different types of links. Multiplex networks are characterized by correlations
of different nature, which enable the introduction of additional multiplexes.

135



For a multiplex network, the node degree 𝑘 is already a vector

𝑘𝑖 = (𝑘[1]𝑖 , … , 𝑘[𝑀]
𝑖 ), (6)

with the degree 𝑘[𝛼]𝑖 of the node 𝑖 in the layer 𝛼, namely

𝑘[𝛼]𝑖 = ∑𝑗 𝑎
[𝛼]
𝑖𝑗 , (7)

while 𝑎[𝛼]𝑖𝑗 is the element of the adjacency matrix of the layer 𝛼. Specificity of the node degree
in vector form allows describing additional quantities. One of them is the overlapping degree of
node 𝑖:

𝑜𝑖 =
𝑀
∑
𝛼=1

𝑘[𝛼]𝑖 . (8)

The next measure quantitatively describes the inter-layer information flow. For a given
pair (𝛼, 𝛽) within 𝑀 layers and the degree distributions 𝑃(𝑘[𝛼]), 𝑃(𝑘[𝛽]) of these layers, we can
defined the so-called interlayer mutual information:

𝐼𝛼,𝛽 = ∑∑𝑃(𝑘[𝛼], 𝑘[𝛽]) log
𝑃(𝑘[𝛼], 𝑘[𝛽])

𝑃(𝑘[𝛼]), 𝑃(𝑘[𝛽])
, (9)

where 𝑃(𝑘[𝛼], 𝑘[𝛽]) is the joint probability of finding a node degree 𝑘[𝛼] in a layer 𝛼 and a degree
𝑘[𝛽] in a layer 𝛽. The higher the value of 𝐼𝛼,𝛽, the more correlated (or anti-correlated) is the
degree distribution of the two layers and, consequently, the structure of a time series associated
with them. We also find the mean value of 𝐼𝛼,𝛽 for all possible pairs of layers – the scalar ⟨𝐼𝛼,𝛽⟩
that quantifies the information flow in the system.

The multiplex degree entropy is another multiplex measure which quantitatively describes
the distribution of a node degree 𝑖 between different layers. It can be defined as

𝑆𝑖 = −
𝑀
∑
𝛼=1

𝑘[𝛼]𝑖
𝑜𝑖

log
𝑘[𝛼]𝑖
𝑜𝑖

. (10)

Entropy is close to zero if 𝑖th node degree is within one special layer of a multiplex network,
and it has the maximum value when 𝑖th node degree is uniformly distributed between different
layers.

4. High-order extension of temporal networks

4.1. Time-respecting paths

Financial networks are strongly influenced by the ordering and timing of links. In their context
of their temporality, we must consider time-respecting paths, an extension of the concept of
paths in static network topologies which additionally respects the timing and ordering of time-
stamped links [47, 48, 49]. For a source node 𝑣 and a target node 𝑤, a time-respecting path can
be presented by any sequence of time-stamped links

(𝑣0, 𝑣1; 𝑡1), (𝑣1, 𝑣2; 𝑡2), ..., (𝑣𝑙−1, 𝑣𝑙; 𝑡𝑙), (11)
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where 𝑣0 = 𝑣, 𝑣𝑙 = 𝑤 and 𝑡1 < 𝑡2 < ... < 𝑡𝑙. Time ordering of temporal financial networks is
important since it implies causality, i.e. a node 𝑖 is able to influence node 𝑗 relying on two
time-stamped links (𝑖, 𝑘) and (𝑘, 𝑗) only if edge (𝑖, 𝑘) has occurred before edge (𝑘, 𝑗).

Apart the restriction on networks to have the correct ordering, it is common to impose
a maximum time difference between consecutive edges [50], i.e. there is a maximum time
difference 𝛿 and, example, two time-stamped edges (𝑖, 𝑘; 𝑡) and (𝑘, 𝑗; 𝑡′) that contribute to a
time-respecting path if 0 ≤ 𝑡′ − 𝑡 ≤ 𝛿. If 𝛿 = 1, we are usually interested in paths with short
time scales. For 𝛿 = ∞, we impose no restrictions on time-range and consider a path definition
where links can be weeks or years apart.

4.2. High-order networks

The key idea behind this abstraction is that the commonly used time-aggregated network is the
simplest possible time-aggregated representation, whose weighted links capture the frequencies
of time-stamped links. Considering that each time-stamped link is a time-respecting path of
length one, it is easy to generalize this abstraction to higher-order time-aggregate networks in
which weighted links capture the frequencies of longer time-respecting paths.

There are several variants for encoding high-order interactions [10]. The first concept of
high-order links represent hyperlink, which can contain any number of nodes. Hypergraph
is the generalized notion of network which is composed of nodeset 𝑉 and hyper-edges 𝐸 that
specify which nodes from 𝑉 participate in which way.

Simplex is another mathematical abstraction to accomplish high-order interaction. Formally,
a 𝑘-simplex 𝜎 is a set of 𝑘 + 1 fully interacting nodes 𝜎 = [𝑣0, 𝑣1, ..., 𝑣𝑘]. Essentially, a node is
0-simplex, a link is 1-simplex, a triangle is 2-simplex, a tetrahedron is 3-simplex, etc. Since
a standard graph is a collection of edges, simplicial complexes are collections of simplices
𝐾 = {𝜎0, 𝜎1, ..., 𝜎𝑛}.

Figure 3 demonstrates examples of simplices and hyperlinks of orders 1, 2, and 3.
For a temporal network 𝐺𝑇 = (𝑉 𝑇, 𝐸𝑇) we thus formally define a kth order time-aggregated

(or simply aggregate) network as a tuple 𝐺(𝑘) = (𝑉 (𝑘), 𝐸(𝑘)) where 𝑉 (𝑘) ⊆ 𝑉 𝑘 is a set of node
k-tuples and 𝐸(𝑘) ⊆ 𝑉 (𝑘) × 𝑉 (𝑘) is a set of links. For simplicity, we call each of the k-tuples
𝑣 = 𝑣1 − 𝑣2 − ... − 𝑣𝑘 (𝑣 ∈ 𝑉 (𝑘), 𝑣𝑖 ∈ 𝑉 ) a kth order node, while each link 𝑒 ∈ 𝐸(𝑘) is called a kth
order link. Between two kth order nodes 𝑣 and 𝑤 exists kth order edge (𝑣 , 𝑤) if they overlap in
exactly 𝑘 − 1 elements. Resembling so-called De Bruijn graphs [51], the basic idea behind this
construction is that each kth order link represents a possible time-respecting path of length 𝑘 in
the underlying temporal network, which connects node 𝑣1 to node 𝑤𝑘 via 𝑘 time-stamped links

(𝑣1, 𝑣2 = 𝑤1; 𝑡1), ..., (𝑣𝑘 = 𝑤𝑘−1, 𝑤𝑘; 𝑡𝑘). (12)

Importantly, and different from a first-order representation, kth order aggregate networks
allow to capture non-Markovian characteristics of temporal networks. In particular, they allow
to represent temporal networks in which the kth time-stamped link (𝑣𝑘 = 𝑤𝑘−1, 𝑤𝑘) on a time-
respecting path depends on the 𝑘 − 1 previous time-stamped links on this path. With this, we
obtain a simple static network topology that contains information both on the presence of
time-stamped links in the underlying temporal network, as well as on the ordering in which
sequences of 𝑘 of these time-stamped links occur.

137



Figure 3: High-order connections in terms of simplices and hyperlinks. Adapted from [9].

4.3. Degree centrality

Network centralities are node-related measures that quantify how “central’’ a node is in a
network. There are many ways in which a node can be considered so: for example, it can be
central if it is connected to many other nodes (degree centrality), or relatively to its connectivity
to the rest of the network (path based centralities, eigenvector centrality). One of the simplest
centrality measure is the degree of a node, which counts the number of edges incident to an ith
node.

For any adjacency matrix the degree of a node 𝑖 can be defined as

𝐷𝑖 = ∑
𝑗
𝐴𝑖𝑗. (13)

High-order degree centrality counts the number of kth-order edges incident to the kth-order
node 𝑖. To get a scalar value which will serve as an indicator of high-order dynamics, we obtain
mean degree 𝐷𝑚𝑒𝑎𝑛:

𝐷𝑚𝑒𝑎𝑛 =
1
𝑁

𝑁
∑
𝑖=1

𝐷𝑖. (14)

Except this measure, we can calculate nth moment of the degree distribution, which can be
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defined as

⟨𝑘𝑛⟩ =
∞
∑
𝑘min

𝑘𝑛𝑝𝑘 ≈ ∫
∞

𝑘min

𝑘𝑛𝑝𝑘𝑑𝑘. (15)

In this study we will present the dynamics of the first moment, which is the mean weighted
degree of a network, and its high-order behavior.

4.4. Assortativity coefficient

Assortativity is a property of network nodes that characterizes the degree of connectivity
between them. Many networks demonstrate “assortative mixing” on their nodes, when high-
degree nodes tend to be connected to other high-degree nodes. Other networks demonstrate
disassortative mixing when their high-degree nodes tend to be connected to low-degree nodes.
Assortativity of a network can be defined via the Pearson correlation coefficient of the degrees
at either ends of an edge. For an observed network, we can write it as

𝑟 =
𝑀−1∑

𝑖
𝑗𝑖𝑘𝑖 − [𝑀−1∑

𝑖

1
2 (𝑗𝑖 + 𝑘𝑖)]

2

𝑀−1∑
𝑖

1
2 (𝑗

2
𝑖 + 𝑘2𝑖 ) − [𝑀−1∑

𝑖

1
2 (𝑗𝑖 + 𝑘𝑖)]

2 , (16)

where −1 ≤ 𝑟 ≤ 1; 𝑗𝑖, 𝑘𝑖 are the degrees of the nodes at the ends of the ith edge, with 𝑖 = 1, ..., 𝑀,
where 𝑀 is the number of edges of a network.

This correlation function is zero for no assortative mixing. If 𝑟 = 1, then we have perfect
assortative mixing pattern. For 𝑟 = −1, we can observe perfect disassortativity.

Studying financial networks, with time-respecting paths, we can consider four type of as-
sortativity: 𝑟(𝑖𝑛, 𝑖𝑛), 𝑟(𝑖𝑛, 𝑜𝑢𝑡), 𝑟(𝑜𝑢𝑡, 𝑖𝑛), 𝑟(𝑜𝑢𝑡, 𝑜𝑢𝑡), which will correspond to tendencies to have
similar in and out degrees. We can denote one of the studied in/out pairs as (𝛼, 𝛽). Suppose, for
a given ith edge, we have got the source (i.e. tail) node of the edge and target (i.e. head) node
of the edge. We can denote them as 𝛼-degree of the source (𝑗𝛼𝑖 ) and 𝛽-degree of the target (𝑘𝛽𝑖 ).
Assortativity coefficient for degrees of a specific type can be defined as

𝑟(𝛼, 𝛽) =
∑
𝑖
(𝑗𝛼𝑖 − 𝑗𝛼) (𝑘𝛽𝑖 − 𝑘𝛽)

√
∑
𝑖
(𝑗𝛼𝑖 − 𝑗𝛼)2

√
∑
𝑖
(𝑘𝛽𝑖 − 𝑘𝛽)

2
, (17)

where 𝑗𝛼 and 𝑘𝛽 are the average 𝛼-degree of sources and 𝛽-degree of targets.

5. Empirical results

To build indicators (indicators-precursors) based on multiplex and high-order networks, the
following is done:
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• databases of 6 most influential stock market indices for the period from 02.01.2004 to
18.10.2022 were selected for multiplex analysis (see figure 4). The data were extracted
using Yahoo! Finance API based on Python programming language [52];

• the indicators described in the previous sections were calculated using the sliding window
procedure [12, 53, 54, 55, 56, 57, 58]. The essence of this procedure is that: (1) a fragment
(window) of a series of a certain length 𝑤 was selected; (2) a network measure was
calculated for it; (3) the measure values were stored in a pre-declared array; (4) the
window was shifted by a predefined time step ℎ, and the procedure was repeated until
the series was completely exhausted; (5) further, the calculated values of the network
measure were compared with the dynamics of the stock index. Subsequently, conclusions
were drawn regarding the further dynamics of the market. In our case, window length
𝑤 = 500 days and time step ℎ = 10 day. The choice of step was limited by the counting
time for high-order networks;

• multiplex and high-order indicators are compared with the Dow Jones Industrial Average
(DJIA) index.

Figure 4: The dynamics of stock market indices for studying multiplex characteristics.

In figure 5 presented the dynamics of inter-layer mutual information (𝐼) and multiplex degree
entropy (𝑆) along with the DJIA index.

From figure 5 we can see that multiplex mutual information increases before the crisis of
2008. Also, it noticeably becomes higher before COVID-19 crash. For the last months, it
demonstrates decreasing pattern, which indicates that the economies of different countries
may be experiencing different evolutions now. Nevertheless, it can be seen that, as a rule,
this indicator is characterized by growth, indicating an increase in the interconnection of the
economies of different countries. In a crisis, this indicator usually declines, demonstrating
different resistance to the collapse events of the stock markets of countries and the difference in
the actions that they take. Entropy indicator shows asymmetric behavior.
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Figure 5: The dynamics of inter-layer mutual information (𝐼) and multiplex degree entropy (𝑆) along
with the DJIA index.

Next, we compare one of the multiplex measure, overlapping degree (𝑜), with the mean degree
of a network (𝐷𝑚𝑒𝑎𝑛). Figure 6 represents this result.

In figure 6 we can see that both 𝐷𝑚𝑒𝑎𝑛 and 𝑜 are characterized by similar dynamics. These
indicators increase near the crash, which indicates an increase in the concentration of connec-
tions for some network nodes, and further, based on the indicators during the crisis, there is a
decline in concentration both in the dynamics of the DJIA and the inter-layer connectedness
of stock indices. We may see that the multiplex approach does not significantly change the
dynamics of the concentration degree indicator in comparison with the indicator based on the
classical univariate graph.

Figure 7 demonstrates the dynamics of mean weighted degree (equation (15)) for order 1 and
2 along with the DJIA index.

In figure 7 we can see that the second-order 𝐷𝑚𝑒𝑎𝑛 is slightly different from the first-order
one. The second-order 𝐷𝑚𝑒𝑎𝑛 starts to increase a slightly earlier before the crisis of 2008. We
can see that before crisis of 2020 second-order 𝐷𝑚𝑒𝑎𝑛 declines more noticeably comparing to the
first-order one. However, this difference between the first and second order is still insignificant,
what can we say about the fact that the classical visibility graph can reflect all the information
that the series under study can represent.

Next, let us present high-order dynamics of the assortativity coefficient for the DJIA index
(see figure 8).

Figure 8 presents the assortativity coefficient for first, second, and third orders. Assortativity
declines before crashes and increases during them. We see that high-orderness does not change
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Figure 6: The dynamics of the mean degree (𝐷𝑚𝑒𝑎𝑛) and overlapping degree (𝑜) along with the DJIA
index.

radically change the dynamics of this indicator. Third-order assortativity responds better for
the crash of 2008, but worse for the COVID-19 crisis, comparing to first- and second-order
assortativity.

6. Conclusions

In this article, we have introduced methods to measure andmodel systems with causal, multiplex,
and high-order interactions. We have shown that these methods can capture the long-range
spatio-temporal correlations that characterize non-Markovian, non-stationary, non-linear sys-
tems, which are better described by the high-order paradigm. We have used hypergraphs
[59, 60, 61] and simplicial complexes [62, 63, 64] as richer types of links that allow us to go
beyond typical nodes and encode higher-order clusters and temporal dependencies.

We have presented indicators (indicators-precursors) based on classic visibility graphs, multi-
plex networks, and high-order networks. We have applied these indicators to the time series of
the Dow Jones Industrial Average (DJIA) index and a database of six stock indices from different
countries and sectors. We have used the sliding window algorithm to calculate various network
measures, such as the mean degree of a node (𝐷𝑚𝑒𝑎𝑛), the first-moment degree of a network, the
assortativity coefficient, the inter-layer mutual information (𝐼), the multiplex degree entropy
(𝑆), and the mean overlapping degree of a network (𝑜). We have found that multiplex and
high-order networks do not differ significantly from the traditional pairwise visibility model in
terms of their dynamics. This may suggest that the classical visibility graph reflects all possible
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Figure 7: The dynamics of first- and second-order mean (weighted) degree along with the DJIA index.

Figure 8: The dynamics of first-, second-, and third-order assortativity along with the DJIA index.
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short-term and long-term dependencies in the DJIA index. We have also found that all the
presented measures work similarly as indicators (indicators-precursors) of critical financial
events, increasing or decreasing before and during them. However, multiplex and high-order
network indicators still need further development and improvement for studying complex
financial time series. A possible solution may be to combine Markov chains of multiple, higher
orders into a multi-layer graphical model that captures temporal correlations in pathways at
multiple length scales simultaneously [65]. Another perspective may be to use neuro-fuzzy
forecasting and clustering methods of complex financial systems [66, 67, 68, 69, 70, 71, 72].
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Abstract
This paper delves into an in-depth exploration of multidimensional statistical analysis techniques aimed
at categorizing regions based on their levels of investment attractiveness, while also scrutinizing the
evolving regional structures in light of the persistent and adverse effects of the COVID-19 pandemic.
Through a comprehensive review of various approaches to assessing investment attractiveness, the
study highlights their respective strengths. Notably, the research underscores the underutilization of
multidimensional statistical analysis methodologies in the regional grouping context. The authors
undertake the task of clustering Ukrainian regions based on their investment attractiveness levels,
employing the well-regarded 𝑘-means method. This analysis extends to the identification of the regions’
investment attractiveness structure in both 2019 and 2020, amid the COVID-19 pandemic. Substantiating
the validity of their findings, the authors employ the principal component method in conjunction with
the quartimax technique to rotate the space of selected factors. Remarkably, the subsequent regional
grouping in this transformed principal component space mirrors the outcomes of the cluster analysis
method. The research outcomes hold practical value for potential investors, enabling them to pinpoint key
investment areas. Furthermore, local self-governing bodies stand to benefit from these findings, gaining
insights into specific regions’ relative investment attractiveness levels compared to their counterparts,
while also uncovering vulnerabilities in distinct activity domains.

Keywords
socio-economic development, regional analysis, investment attractiveness, clustering, 𝑘-means method,
principal component analysis, quartimax method

1. Introduction

Investment activities are crucial for the sustainable socio-economic development of territories,
as they provide the financial basis for enhancing the performance of enterprises, creating new
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employment opportunities, and improving the quality of life. To achieve these goals, it is
necessary to use analytical tools that can support the management of regional development.
One of the key components of such tools is economic and mathematical modeling, which can
use relevant data to fit models that can provide quantitative and qualitative assessments of the
state and dynamics of socio-economic development. One of the applications of such modeling
is to evaluate the investment attractiveness of regions, which reflects their potential to attract
and retain investors.

However, the investment attractiveness of regions is not static, but rather influenced by
various factors, such as globalization, market competition, and external shocks. In particular,
the COVID-19 pandemic has caused significant structural and technological changes in the
economy [2, 3], which have increased the demand for investment, while also limiting the
availability of financial resources. Therefore, ensuring the investment attractiveness of regions
is a strategic challenge for business development, especially in terms of attracting foreign
investment.

In this paper, we address the problem of assessing the investment attractiveness of regions and
their grouping based on their similarities and differences. We use multidimensional statistical
analysis, a widely used technique in computer science and data science, to reduce the dimension-
ality of a large set of indicators that measure various aspects of investment attractiveness. We
then apply clustering methods to identify groups of regions that share common characteristics
and trends in terms of investment attractiveness. We also analyze how the COVID-19 pandemic
has affected the regional changes in investment attractiveness and discuss the implications for
regional policy and planning.

2. Literature review

Assessing the region’s investment attractiveness is essential in developing a strategy for inno-
vation at regional and national levels. Note that the investment volume isn’t always directly
determined by the high level of investment attractiveness. This is due to many other factors
that determine investor decision-making. In particular, such factors are various indices and
ratings regularly published by international institutions and characterize the business envi-
ronment, business conditions, actual investment activities, and the attractiveness of countries
for investment. In particular, it can be used such evaluations like the World Bank Ranking
“Doing Business” [4]; Index of Economic Freedom, provided by the Heritage Foundation [5];
Corruption Perceptions Index (CPI), compiled by the international anti-corruption organization
“Transparency International” [6]; Foreign Direct Investment Confidence Index [7]; Global Inno-
vation Index [8]; European Business Association Investment Attractiveness Index [9]; Credit
rating developed by Moody’s Investors Service [10]; World Countries’ Ranking on the Global
Competitiveness Index, provided by the World Economic Forum [11]; World Competitiveness
Ranking, provided by the International Institute for Management Development [12]; The KOF
Globalization Index, published by the KOF Swiss Economic Institute, reflects the scale of the
country’s integration into the world [13] and many others.

These ratings provide the necessary information for potential investors on the characteristics
of the country’s business environment and possible investment risks. Naturally, countries with
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high ratings are more attractive regarding return on investment. On the other hand, countries
with low ratings may also be attractive to investors, particularly for short-term investments,
resulting from competition for coverage of developing countries.

These ratings should be noted that characterize the country’s business environment. At the
same time, investors are usually interested in specific areas, territorial units, markets, sectors
of the economy, and business entities. Such assessments of the investment attractiveness of
certain regions of Ukraine are provided by the State Statistics Service of Ukraine [14] and the
Ministry of Development of Communities and Territories of Ukraine [15].

The issue of investment attractiveness is also the focus of research. The formation of the
theoretical basis for the study of the category of investment attractiveness in the context of
its relationship with the investment climate, and investment risks, taking into account current
trends in economic development, is reflected in the works by Kaminskyi et al. [16], Stadnyk et al.
[17], Korenyuk and Kopil [18], Kyshakevych et al. [19], Godlewska-Majkowska [20], Jac and
Vondrackova [21]. Researchers presented a modern understanding of the category of investment
attractiveness, its content and essential characteristics, and the impact on the socio-economic
development of individual regions and the country as a whole.

An important issue in modeling investment attractiveness is forming an information base for
calculating various estimates of the studied characteristics. The solution to such problems is
considered by Kyshakevych et al. [19], Jac and Vondrackova [21], Bushynskyi [22], Leshchuk
[23], Lagler [24], Swidynska and De Jesus [25]. It should be noted that the results of scholars’
investigations in this field are differed both in the number of indicators and their focus in the
context of reflecting certain aspects of investment activities. At the same time, the authors’
positions coincide with the views that the indicators should reflect the economic, financial, and
social aspects of regional development.

Modeling the investment attractiveness of regions is mainly based on statistical methods.
Their application is based on quantitatively measurable indicators that reflect social, economic,
environmental, and investment development components. This approach uses regression
models, that presented in papers [26, 27, 28, 29]; correlation analysis techniques [30, 31]; models
based on neural networks [32]. At the same time, the issue of identifying the level of investment
attractiveness and comparing regions on this indicator is out of the attention of researchers.
The approach based on comprehensive index assessment technology is quite common. It is
successfully used in solving the problems of ranking regions by socio-economic development
[33, 34, 35, 36]. The application of this approach to assessing investment attractiveness is
reflected in studies [25, 37, 38, 39].

Among the shortcomings of the comprehensive index assessment technology application
presented in these investigations, it should be noted that they use a fairly large set of initial
indicators. This makes it difficult to identify the significance of their impact on the final result
and eliminates the differentiating ability of the designed composite index. These shortcomings
negatively affect the ability to group the set of studied objects due to the high density of values
on the composite index scale. Also out of consideration is the definition of the level of investment
attractiveness of regions, which complicates the assessment of differences between regions on
the calculated index.

The problems of rating regions can also be solved with the application of multidimensional
statistical analysis technology, that described, in particular, by Tenreiro Machado and Mata
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[40, 41], Meyer and De Jongh [42], De Jongh and Meyer [43], Walesiak [44], Gorbatiuk et al.
[45], Hryhoruk et al. [46, 47], Andrusiak et al. [48]. Adaptation of multidimensional analysis
methods to assess investment attractiveness is considered by Cheba [49], Danylchuk et al.
[50], Shinkarenko et al. [51], Musolino and Volget [52], Roszko-Wójtowicz and Grzelak [53].

At the same time, applying these methods is focused mainly on solving the problem of
grouping regions in terms of investment attractiveness. The analysis of structural shifts within
the constructed homogeneous groups remains out of the attention of scientists, as well as the
comparison of grouping results obtained by different techniques.

According to the results of the analysis of publications, it can be concluded that there is
significant diversity in approaches to assessing the investment attractiveness of regions. Among
the disadvantages, we can note that the calculations are carried out without considering the
dynamic and qualitative changes in the environment.

Also, the use of a large number of baseline partial indicators, to some extent, blurs the study’s
results and gives only a general description of the socio-economic condition of the region and
the characteristics of investment activities.

The significant variety of calculated estimates and the lack of clear conclusions and rec-
ommendations for their practical application necessitates the further study of the problem of
assessing the investment attractiveness of regions in the context of their grouping by using
different techniques to solve this problem with the further comparison of grouping results and
structural changes within groups.

The solution to these problems has led to the direction of research in this study.

3. Problem description and methodology

A large number of different indicators characterize modern investment processes. This multi-
dimensionality of the description makes it difficult to solve problems of assessing the various
characteristics of these processes, particularly the grouping of regions by the level of investment
attractiveness. As noted earlier, one way to solve classification problems is using cluster analysis
techniques. Unlike combinational grouping, this approach allows you to create groups of similar
objects of observation, considering all the features at once. The degree of similarity, in this case,
is usually the Euclidean distance between objects in the multidimensional space of primary
indicators. One of the cluster analysis methods is the 𝑘-means method, which belongs to the
group of iterative clustering ones.

Consider a brief description of the mathematical model of the 𝑘-means method [54]. Suppose
there are 𝑚 observations, each characterized by 𝑛 indicators 𝑋1, 𝑋2, … , 𝑋𝑛.

We need to divide these observations into 𝑘 clusters that do not intersect. At the initial stage,
we choose 𝑘 points-objects that will act as centers of clusters. Denote them by 𝐶(0)1 , 𝐶(0)2 , … , 𝐶𝑘(0).
The weight of each cluster will initially be equal to one: 𝑤 (0)

1 = 1, 𝑤 (0)
2 = 1,… , 𝑤𝑘(0) = 1. The

index of the corresponding center will be considered the index of the corresponding cluster.
Although the selected centers may move to other clusters during the subsequent iterative
procedure, the indexing of the clusters will not change.

In the first step, each of the (𝑛 − 𝑘) objects that are not the clusters’ centers is included in
one of the formed clusters. The criterion for such movement is the minimum distance to the
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cluster’s center. The center of the cluster and its weight are recalculated. For example, for a
point 𝑀𝑘+1 with coordinates (𝑋𝑘+1,1; 𝑋𝑘+1,2;…; 𝑋𝑘+1,𝑛) the recalculation is performed according
to the formulas:

𝐶(0)𝑗 =
𝑤 (0)
𝑗 𝑐(0)𝑗 + 𝑀𝑘+1

𝑤 (0)
𝑗 + 1

, (1)

𝑤 (0)
𝑗 = 𝑤 (0)

𝑗 + 1. (2)

In the case of equality of two or more distances to the centers of clusters, the point-object
joins the cluster with a smaller sequence number. Note that in practice, such a situation is
unlikely.

The resulting centers and corresponding cluster weights are taken as the initial values of the
related characteristics for the next iteration.

All stages of the further iterative process use formulas (1) and (2) and the whole set of initial
data 𝑀1, 𝑀2, ..., 𝑀𝑚. At the same time, the weight of clusters continues to increase.

The objects can also be grouped by expanding them in some new space of latent scales, which
reflect the generalizing characteristics. In particular, the principal components method can be
constructed in such a space.

In matrix form, the model of the method is described by the formula:

𝑍 𝑇 = 𝑊 ⋅ 𝐹 𝑇, (3)

where 𝑍 is an initial standardized indicators matrix;
𝑊 – factor loadings matrix; it reflects relations between initial indicators and principal

components;
𝐹 – principal components matrix.
Factor loadings matrix is calculated using eigenvalues and appropriate eigenvectors of 𝑅 –

initial indicators correlation matrix:

𝑊 = 𝑉 ⋅ Λ(−1), (4)

where 𝑊 – factor loadings matrix;
𝑉 – normalized eigenvectors matrix;
Λ – eigenvalues matrix.
The rule obtains the initial indicators correlation matrix:

𝑅 = 𝑍 𝑇 ⋅ 𝑍
𝑚 − 1

, (5)

where 𝑅 – correlation matrix;
𝑍 – initial standardized indicators matrix.
The standardization procedure for initial indicators uses a formula:

𝑍𝑖𝑗 =
𝑋𝑖𝑗 − ̄𝑋𝑗

𝑠𝑗
, (6)

where 𝑍𝑖𝑗 – initial standardized indicators values;
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𝑋𝑖𝑗 – initial indicators values;
̄𝑋𝑗 – average sample value of the indicator 𝑋𝑗;

𝑠𝑗 – sample standard deviation of the indicator 𝑋𝑗;
𝑖 = 1..𝑚; 𝑗 = 1..𝑛.
The formula obtains the principal components matrix:

𝐹 = 𝑍 ⋅ 𝑊 ⋅ Λ−1. (7)

This matrix contains the coordinates of objects under study in a principal components space.
Not all the principal components are selected for practical application, but only the most

essential part in explaining the variance of the initial indicators (information contained in the
initial indicators). Given that the eigenvalues of the correlation matrix are considered to be
ordered in descending their values in the calculation procedure, the weight of each subsequent
principal component is reduced. Usually, the first two principal components are sufficient to
achieve an “acceptable” level of explanation of the information contained in the set of initial
indicators, at least 70 %.

Meaningful interpretation of the selected principal components (search for names for them) is
carried out by considering the absolute values of the respective factor loads. The initial indicators
that will be used to interpret the appropriate principal component include those for which the
factor loadings absolute value between them and the corresponding principal component is not
less than 0.75. The factor load reflects the correlation between the principal component and the
related indicator. To improve the procedure of interpretation of the principal components by
the problem’s content, the constructed factor space is rotated with a corresponding change in
both factor loadings and values of the principal components. The result is a “simple structure”
space where the principal components are closely related to some initial indicators and weak to
others.

4. Results and discussions

Consider the application of cluster analysis of the grouping of Ukraine’s regions by indicators
that reflect their investment attractiveness. The choice of the initial indicators set will be made
based on the following considerations:

• indicators should reflect both the characteristics of investment activities of the region’s
business entities and the socio-economic development of the region;

• indicators should be comparable by the values for different regions;
• the indicators must be standardized, i.e., have a sample mean equal to zero and a sample
standard deviation equal to one. This procedure is needed because clustering is based on
a matrix of differences between the studied points-regions in the multidimensional space
of the initial indicators, which is essentially a matrix of Euclidean distances between
them. Therefore, for the objectivity of the calculations, it is necessary to remove the
measurement units’ influence on estimates of distances between objects.

Based on the recommendations by Korenyuk and Kopil [18], Kyshakevych et al. [19],
Godlewska-Majkowska [20], Jac and Vondrackova [21], Bushynskyi [22], Leshchuk [23], Lagler
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Table 1
The relationships between the quantitative values of the desirability scale and qualitative development
levels of group.

Code Region Code Region
C_1 Vinnytsia C_13 Mykolaiv
C_2 Volyn C_14 Odesa
C_3 Dnipro C_15 Poltava
C_4 Donetsk C_16 Rivne
C_5 Zhytomyr C_17 Sumy
C_6 Zakarpattia C_18 Ternopil
C_7 Zaporizhzhia C_19 Kharkiv
C_8 Ivano-Frankivsk C_20 Kherson
C_9 Kyiv C_21 Khmelnyt-

skyi
C_10 Kyrovohrad C_22 Cherkasy
C_11 Luhansk C_23 Chernivtsi
C_12 Lviv C_24 Chernihiv

[24], Vartsaba and Leshuk [28], Dorozynski and Kuna-Marszałek [31], and taking into account
the above considerations, we have formed the following set of initial indicators for calculations:
𝑋1 – Volume of capital investments per capita, UAH;
𝑋2 – Volume of foreign direct investment per capita, USD;
𝑋3 – Gross regional product (at actual prices) per capita, UAH;
𝑋4 – Disposable income per capita, UAH;
𝑋5 – Volume of exports of goods per capita, USD;
𝑋6 – Volume of sold industrial products per capita, UAH;
𝑋7 – Total of construction work per capita, UAH;
𝑋8 – Employment rate of the population aged 15-70, in percent;
𝑋9 – Unemployment rate of the population aged 15-70 years (according to the methodology

of the ILO), in percent.
We use data for 2019 and 2020 from the materials of the State Statistics Service of Ukraine

[55] and the Ministry of Development of Communities and Territories of Ukraine [15] for
calculations. Obtained results will also be compared to assess changes in regions’ position in
the groups in which the regions are located. To present the region’s names conveniently and
briefly, we point out the correspondence between each region’s name and the appropriate code
(table 1). Initial data for calculations are written in table 2 and table 3.

Let us cluster Ukraine’s regions according to the selected set of indicators using the 𝑘-means
method. Define the number of clusters for grouping regions as equal to three: a cluster of
regions with a high level of investment attractiveness, a cluster of regions with a medium
level of investment attractiveness, and a cluster of regions with a low level of investment
attractiveness. We make calculations using “Statistica” software. The results of clustering are
shown in figure 1 and figure 2. The numbering of clusters, in this case, is determined by the
used software arbitrarily. Let us provide a meaningful description of each cluster according to
2019 data.
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Table 2
Initial data for calculation for 2019 [15, 55].

Code
Values

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 𝑋8 𝑋9
C_1 9196.8 153.2 71104 64729 937.3 52478.4 6650.5 58.0 9.4
C_2 11800.5 297.5 58297 52879 671.6 30585.3 2259.4 50.9 10.6
C_3 19841.6 1191.1 114784 87130 2477.8 142289.0 6291.1 59.5 7.7
C_4 6789.2 338.4 45959 39141 1116.8 68439.6 1691.2 50.9 13.6
C_5 6095.3 202.7 62911 61961 592.3 37457.1 2227.8 58.5 9.6
C_6 7010.9 288.1 41706 47495 1186.9 19086.0 1770.8 55.4 9.1
C_7 8246.3 538.3 85784 75407 1815.8 114981.1 2270.5 58.1 9.5
C_8 5969.9 529.3 57033 55537 665.1 48750.1 2701.6 56.6 7.2
C_9 27299.0 930.2 112521 75146 1098.1 68058.8 5833.2 59.3 5.9
C_10 7536.1 80.0 67763 58290 752.7 34338.9 2194.2 55.6 11.0
C_11 1303.0 209.0 16301 24477 71.3 10219.1 310.2 58.8 13.7
C_12 10137.4 446.8 70173 65691 874.9 41829.4 4391.2 57.8 6.5
C_13 10394.4 271.6 70336 63685 1912.6 55148.1 3864.1 59.1 9.3
C_14 8372.1 540.3 72738 72805 581.9 25815.1 7557.4 58.3 5.9
C_15 15316.4 841.3 123763 71627 1508.9 120922.5 5472.7 56.6 10.6
C_16 5225.1 116.7 49044 54183 381.1 37058.2 2872.8 58.4 8.3
C_17 6399.4 184.6 62955 65310 821.9 44941.0 1448.5 59.8 7.7
C_18 8016.4 47.7 46833 49843 416.7 19914.5 2325.0 53.8 10.0
C_19 7953.8 287.6 86904 65534 530.6 69605.2 5603.2 62.1 5.0
C_20 11420.8 237.9 52922 57110 259.6 29604.1 1777.3 58.9 9.6
C_21 6812.2 161.6 59583 58008 509.9 34392.0 3061.2 57.0 8.0
C_22 8143.2 298.7 76904 58808 720.1 61514.6 1732.7 59.3 8.3
C_23 3716.9 58.9 37441 48255 236.8 15093.2 2347.4 59.0 6.9
C_24 7965.9 447.4 69725 58904 808.6 34334.3 1907.2 58.9 10.2

Cluster number 1 contains 6 regions: Volyn, Donetsk, Zakarpattia, Kyrovohrad, Luhansk
and Ternopil. In our opinion, this cluster can be called a group of regions with a low level of
investment attractiveness. Note that the regions of this cluster are not industrially developed,
which negatively affects their attractiveness for investment. In addition, the effects of the
COVID-19 pandemic have had a significant negative impact on the development of these
regions. Cluster number 2 contains regions with an average level of investment attractiveness.
It is the most complete and consists of 14 points, which is quite natural in compliance with
the essence of the division of the typical characteristics. The cluster with a high level of
investment attractiveness includes cluster number 3, which includes Dnipro, Kyiv, Zaporizhzhia,
and Poltava regions. For these regions, there are high values of the indicators presented in
table 2, particularly the volume of foreign direct investment and relatively high employment
rate, which allowed to give the cluster just such an interpretation. In addition, these regions
have developed industries, which is also reflected in the indicator’s values.

Comparing the cluster’s structure obtained from 2020 data (figure 2), we can conclude that
the fullness of clusters has not changed compared to the previous year. This indicates that there
have been no significant changes in the investment attractiveness of Ukraine’s regions in 2020.
Although several normative acts have been adopted at the legislative level to facilitate attracting
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Table 3
Initial data for calculation for 2020 [15, 55].

Code
Values

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 𝑋8 𝑋9
C_1 6226.8 249.9 83175 70691 896.3 50771.9 7042.7 56.2 10.7
C_2 9319.5 240.8 73215 56603 624.7 31231.1 2465.0 48.9 12.5
C_3 15208.9 1426.0 122379 92083 2403.0 135366.4 5723.9 58.0 8.6
C_4 5355.9 424.0 49422 41662 956.0 62158.9 2470.6 49.2 14.9
C_5 5615.5 266.6 70247 67187 567.0 39163.6 1783.2 55.3 10.9
C_6 3192.3 193.3 48861 51073 1078.1 19249.3 1546.7 53.7 10.6
C_7 5864.6 851.4 91498 81949 1743.8 111716.8 1871.0 56.0 10.7
C_8 3630.9 402.0 63254 60276 555.3 45016.0 2822.3 54.1 8.4
C_9 12929.1 735.8 123267 79263 1102.6 70505.2 7089.9 57.8 6.9
C_10 5562.3 188.4 77816 63472 985.0 37684.9 1486.2 53.1 12.7
C_11 1086.3 74.4 18798 26714 60.9 8904.5 339.1 56.4 15.4
C_12 5880.9 639.3 85198 71150 927.4 44425.4 5709.3 56.0 7.6
C_13 5422.3 318.8 82149 68289 2018.3 55878.6 3017.5 57.3 10.7
C_14 6757.9 470.7 82903 80164 573.4 29687.1 12078.5 56.8 7.1
C_15 11829.0 1411.6 134449 77547 1680.3 115483.4 5940.1 54.8 12.0
C_16 3165.9 229.4 58332 58814 408.0 38908.7 2862.1 56.1 9.3
C_17 4763.8 321.9 70576 71117 918.7 43165.9 1612.1 56.8 9.4
C_18 5510.9 47.5 54833 55570 433.2 20508.6 2511.5 51.6 11.5
C_19 6178.4 344.0 92864 73218 556.1 66393.8 5509.5 59.9 6.2
C_20 3536.8 155.6 59987 63073 275.3 32008.3 1279.4 56.8 11.3
C_21 5784.0 94.8 65916 64824 531.1 37850.9 5301.7 54.8 9.9
C_22 4627.2 176.7 86319 64254 684.1 64414.0 2171.5 57.0 9.5
C_23 2533.5 61.8 46136 53875 187.5 15525.8 2428.7 56.5 8.9
C_24 5599.5 455.0 78118 64933 905.4 35004.1 2501.6 56.4 11.9

investments into Ukraine’s economy, their positive impact has not yet manifested itself. On
the other hand, it is possible to state a certain stabilization of indicators of socio-economic
development of Ukraine’s regions during the COVID-19 pandemic.

Let us consider the data of application of the principal components method for grouping
Ukraine’s regions by the level of investment attractiveness. We create the two-dimensional
space of latent indicators obtained by applying this method and project points-regions on this
space. To construct latent indicators, we use the quartimax method for rotations of factor
space, which will contribute to an adequate representation of points in the new space and the
identification of meaningful interpretation of new axes.

Calculations also are performed using Statistica software. The calculations’ results of factor
loadings are presented in table 4, and the values of points-objects in the new space – are in
table 5. Note that in this case, the degree of explanation of the variance of the initial indicators
by selected factors (degree of latent indicators informativeness) is 77 % for 2019 and 79 % for 2020
data. These indicators indicate the sufficiency of allocating exactly two principal components
as latent indicators for further analysis.

Table 4 analysis allows us to provide such an interpretation of the selected principal compo-
nents. Component 𝐹1 has high factor loadings values for the initial indicators 𝑋1 − 𝑋6, and low

158



Figure 1: Clustering results of Ukraine‘s regions for data 2019.

Figure 2: Clustering results of Ukraine‘s regions for data 2020.

for 𝑋8 and 𝑋9. Therefore, we can conclude that 𝐹1 is an economic component of investment
attractiveness, as the corresponding indicators 𝑋1 − 𝑋6 are characteristics of economic activity.
For indicators 𝑋8 and 𝑋9 there are high values of factor loadings for component 𝐹2 and low for
𝐹1. Based on the essence of indicators 𝑋8 and 𝑋9, we can conclude that 𝐹2 can be interpreted as
a social component of investment attractiveness. For indicator 𝑋7, the value of factor loadings
for the principal component 𝐹1 in 2019 exceeds the corresponding value for component 𝐹2,
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Table 4
Principal components’ factor loadings values for data 2019 and 2020.

Principal components
2019 2020Indicators

𝐹1 𝐹2 𝐹1 𝐹2
𝑋1 0.82 0.08 0.89 0.07
𝑋2 0.89 0.01 0.93 0.01
𝑋3 0.93 0.22 0.90 0.31
𝑋4 0.83 0.44 0.77 0.53
𝑋5 0.84 -0.25 0.87 -0.15
𝑋6 0.89 -0.13 0.93 -0.02
𝑋7 0.65 0.49 0.41 0.64
𝑋8 0.14 0.78 0.16 0.75
𝑋9 -0.25 -0.88 -0.21 -0.90

Figure 3: Grouping results of Ukraine‘s regions in the latent scale space for data 2019.

although this excess is insignificant. In 2020, the situation was reversed. Based on the essence of
indicator 𝑋7, we can conclude that it can characterize both the economic and social components
of regional development; that is, the interpretation of the results is not essentially affected by
this indicator.

Graphic representations of the regions in the space of the identified principal components
according to the data of 2019 and 2020 are respectively presented in figures 3 and 4.

Figure 3 analysis allows us to conclude that we can also identify three clusters of regions. The
resulting clusters in terms of content correspond to the formed clusters obtained by the 𝑘-means
method. A similar situation occurs in figure 4. The results of a grouping of regions obtained
using the principal components method are identical to those obtained from the clustering
method.

However, it is worth noting. Figure 3 shows that cluster number 1 can be divided into at
least two smaller clusters, including points C_7 (Zaporizhzhia region) and C_15 (Poltava region)
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Table 5
Principal components’ values for data 2019 and 2020.

2019 2020
Code 𝐹1 𝐹2 𝐹1 𝐹2
C_1 -0.55 0.49 0.04 0.53
C_2 1.31 -1.74 -0.02 -1.46
C_3 -6.03 -1.21 2.75 0.02
C_4 1.94 -3.29 -0.03 -2.32
C_5 0.90 0.38 -0.32 -0.11
C_6 1.59 -0.61 -0.70 -0.56
C_7 -1.98 -1.24 1.23 -0.58
C_8 0.42 0.29 -0.46 0.20
C_9 -4.30 0.56 1.13 1.24
C_10 1.25 -0.69 -0.10 -0.94
C_11 4.42 -0.63 -1.68 -1.16
C_12 -0.75 0.91 0.14 0.87
C_13 -0.92 -0.33 0.42 -0.16
C_14 -1.30 1.93 -0.08 2.09
C_15 -3.60 -1.78 2.25 -0.85
C_16 1.44 0.93 -0.75 0.42
C_17 0.47 0.92 -0.22 0.31
C_18 2.19 -0.49 -0.73 -0.67
C_19 -1.36 2.47 -0.07 1.84
C_20 1.14 0.51 -0.79 0.11
C_21 0.96 0.65 -0.47 0.42
C_22 0.09 0.40 -0.20 0.35
C_23 2.22 1.68 -1.28 0.65
C_24 0.44 -0.10 -0.07 -0.23

to one of them and points C_3 (Dnipro region ) and C_9 (Kyiv region) to the other. Similarly,
points C_7 and C_15 can be allocated from cluster number 2 to a separate cluster. In the third
cluster, we can distinguish points C_4 (Donetsk region) and C_11 (Luhansk region), which
form two different clusters. So, the cluster structure may be more complex and require a more
complex interpretation of the results. A similar situation occurs in figure 4.

However, according to the task, our study proceeded from a predetermined number of clusters.
And the methods used in the study gave identical results.

5. Conclusions

Investment activity is always associated with a specific risk. Potential investors need to conduct
a comprehensive study of the investment object to reduce the potential risks. One of the
approaches is to assess its investment attractiveness. For individual territorial entities, such
as regions, it is advisable to determine the quantitative measures of the level of investment
attractiveness and group them according to this indicator. This will identify regions with
roughly the same investment climate.
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Figure 4: Grouping results of Ukraine‘s regions in the latent scale space for data 2020.

In this paper, we used the 𝑘-means method of clustering to divide the regions of Ukraine
into relatively homogeneous groups according to the level of investment attractiveness. We
used data for 2019 and 2020, which were characterized by the COVID-19 pandemic. We limited
ourselves to the selection of three clusters, which were given a meaningful interpretation: the
first one is a cluster with regions that have a high level of investment attractiveness, the second
cluster contains regions with a medium level of investment attractiveness, and the third cluster
includes regions with a low level of investment attractiveness.

Comparing clustering results for selected periods showed that the cluster structure of
Ukrainian regions has not changed. To verify the correctness of the obtained grouping of
regions, we deployed the regions of Ukraine in the space of latent indicators, which were calcu-
lated on the same data set by the method of principal components. A meaningful analysis of
factor loads showed that one latent axis of the new space characterizes the economic component
of investment attractiveness, and the other is the social component. The results of grouping
Ukraine’s regions turned out to be identical to those obtained by the 𝑘-means method.

We conclude that it would be more appropriate to allocate more clusters, which would provide
a more accurate picture of the grouping of regions by the level of investment attractiveness.
Such an assessment can be helpful for local governments, as it provides information on the
relative level of investment attractiveness of a particular region compared to other territorial
units and identifies weaknesses in the areas of activity on which the assessment was based.
Such results can be used to create and adjust regional socio-economic development programs,
particularly in terms of planning to attract investment into the region’s economy.
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Abstract
Sentiment analysis is a challenging task in natural language processing, especially for social media
texts, which are often informal, short, and noisy. In this paper, we present a comparative study of deep
learning models for sentiment analysis of social media texts. We develop three models based on deep
neural networks (DNNs): a convolutional neural network (CNN), a CNN with long short-term memory
(LSTM) layers (CNN-LSTM), and a bidirectional LSTM with CNN layers (BiLSTM-CNN). We use GloVe
and Word2vec word embeddings as vector representations of words. We evaluate the performance of the
models on two datasets: IMDb Movie Reviews and Twitter Sentiment 140. We also compare the results
with a logistic regression classifier as a baseline. The experimental results show that the CNN model
achieves the best accuracy of 90.1% on the IMDb dataset, while the BiLSTM-CNN model achieves the best
accuracy of 82.1% on the Sentiment 140 dataset. The proposed models are comparable to state-of-the-art
models and suitable for practical use in sentiment analysis of social media texts.

Keywords
sentiment analysis, social media, deep learning, convolutional neural networks, long short-term memory,
word embeddings

1. Introduction

The swift evolution of electronic mass media and social networks has spurred the advancement
of automated Natural Language Processing (NLP) systems.
NLP resides at the crossroads of Computer Science, Artificial Intelligence, and Linguistics,

dedicated to unraveling the intricacies of computer-based analysis of human language models.
The spectrum of challenges that NLP addresses is extensive. It encompasses tasks like machine
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translation, speech recognition, named entity recognition, text classification and summarization,
sentiment analysis, question answering, autocomplete, predictive text input, and more [2, 3, 4].

Central to NLP is Sentiment Analysis (SA), also known as opinion mining. SA endeavors to
distill subjective attributes from text, such as emotions, sarcasm, confusion, and suspicion.
The crux of SA revolves around classifying the polarity of a given document, determining

whether the sentiment expressed is positive, negative, or neutral.
Being a potent text classification technique, sentiment analysis can unveil a wealth of insights

about viewpoints on discussed subjects. It facilitates comprehensive analysis of feedback,
message polarity, and reactions. Notably, SA finds extensive utility among business professionals,
marketers, and politicians.
In dissecting public sentiment regarding sensitive social and political matters, discerning

prevailing themes and tonalities within discussions significantly eases the tasks of sociologists,
political scientists, and journalists [5, 6].

In the face of ever-mounting information volumes, conventional methodologies have begun
to falter. Swiftly monitoring and controlling public sentiment remains pivotal for success.

Historically, this challenge has been met with dictionary or rule-based approaches [7, 8, 9, 10].
These methods are statistical, relying on precompiled sentiment lexicons that pair words with
respective polarities to categorize them as “positive” or “negative”.

However, construction complete dictionaries for a large amount of unstructured data gener-
ated by modern electronic media and social networks are quite a tedious task.
Machine Learning (ML) methods [11, 12, 13] help solves this problem. Such approaches are

based on algorithms for classifying words according to the corresponding sentiment marks.
That’s why ML models are preferred for SA due to their ability to processing with the large
amount of texts compared to dictionary-based approaches.
Over the past decade, Deep Neural Networks (DNNs) have emerged as formidable tools in

solving numerous NLP challenges, including SA [14, 15, 16]. This surge is underpinned by:

• Progress in crafting diverse DNN architectures (recurrent, convolutional, encoder-decoder,
transformer, hybrid).

• Escalating computational prowess, bolstered by graphics processing units and a profusion
of cloud computing services.

• Availability of labeled datasets tailored to various NLP tasks.
• Emergence of pre-trained word vector representations (word embeddings) like Word2Vec,
FastText [17, 18, 19], extending across multiple languages.

Recent years have seen the ascendancy of colossal pre-trained models rooted in the Trans-
former architecture and the Attention mechanism—think GPT-3, BERT, ELMo [20, 21, 22, 23].
These models embody language models, encapsulating probability distributions across word
sequences.

These models are all-encompassing, extracting features from text pivotal for solving diverse
text analysis conundrums. However, they come at a computational cost—bearing hundreds of
millions of parameters, necessitating formidable computational resources.
Hence, for the majority of practical NLP applications, conventional ML and Deep Learning

(DL) methodologies persist as stalwarts.
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Our research aims to architect a suite of sentiment classification models grounded in varied
DNN architectures, scrutinizing their efficacy across the IMDb and Sentiment 140 Twitter
datasets.

2. Related works

Drus and Khalid [24] provided a report of review on sentiment analysis in social media that
explored the common methods and approaches which used in this domain. This review contains
an analysis of about 30 publications published during 2014-2019 years. According to their results
most of the articles applied opinion-lexicon method to analyses text sentiment in social media
in such domain as world events, healthcare, politics and business.

Recently Jain et al. [25] published report on ML applications for consumer sentiment analysis
in the domain of hospitality and tourism. This report based on 68 research papers, which were
focused on sentiment classification, predictive recommendation decisions, and fake reviews
detection.

They have shown a systematic literature review to compare, analyze, explore, and understand
ML possibilities to find research gaps and the future research directions.

Sudhir and Suresh [26] published comparative study of various approaches, applications and
classifiers for sentiment analysis. They have discussed the advantages and disadvantages of
the different approaches such as Rule-based, ML and DL approaches used for SA as well as
compared the performances of the classification models on the IMDb dataset.

The authors note that, in general, ML-based approaches provide greater accuracy than Rule-
based ones. At the same time, Conventional ML models (Support Vector Machine, Decision
Trees, and Logistic Regression) provide classification accuracy at the level of 85-87% for the
IMDb dataset. DL-based models (CNN, LSTM, GRU) shows higher accuracy: about 89% on the
IMDb dataset.
Trisna and Jie [15], presented a comparative review of DL approaches for Aspect-Based SA.

The results of their analysis show that the use of pre-trained embeddings is very influential on
the level of accuracy. They also found that every dataset has a different method to get better
performance. It is still challenging to find the method that can be flexible and effective for using
in several datasets.
There are several papers devoted to developing new methods of word embeddings.
Thus, Biesialska et al. [27] proposed a novel method which uses contextual embeddings and

a self-attention mechanism to detect and classify sentiment. They performed experiments on
reviews from different domains, as well as on languages (Polish and German).

Authors have shown that proposed approach is on a par with state-of-the-art models or even
outperforms them in several cases.
Rasool et al. [28] proposed a novel word embedding method novel word-to-word graph

(W2WG) embedding method for the real-time sentiment for word representation. He noted that
performance evaluation of proposed word embedding approach with integrated LSTM-CNN
outperformed the other techniques and recently available studies for the real-time sentiment
classification.
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Recently have been published several research papers devoted using DNNs different architec-
ture based on CNN-LSTM models for SA task [29, 30, 31, 32, 33].
Elzayady et al. [29] presented two powerful hybrid DL models (CNN-LSTM) and (CNN-

BILSTM) for reviews classification. Experimental results have shown that the two proposed
models had superior performance compared to baselines DL models (CNN, LSTM).

Khan et al. [31] evaluated the performance of various word embeddings for Roman Urdu and
English dialects using the CNN-LSTM architecture and compare results with traditional ML
classifiers. Authors mentioned that BERT word embedding, two-layer LSTM, and SVM as a
classifier function are more suitable options for English language sentiment analysis.
Priyadarshini and Cotton [32] proposed a novel LSTM-CNN grid search-based DNN model

for sentiment analysis. As to the experimental results they observed proposed model performed
relatively better than other algorithms (LSTM, Fully-connected NN, K-nearest neighbors, and
CNN-LSTM) on Amazon reviews for sentiment analysis and IMDb datasets.
Haque et al. [33] analyzed different DNNs for SA on IMDb Movie Reviews. They have

compared between CNN, LSTM and LSTM-CNN architectures for sentiment classification in
order to find the best-suited architecture for this dataset. Experimental results have shown that
CNN has achieved an 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 of 91% which has outperformed LSTM, LSTM-CNN and other
state-of-the-art approaches for SA on IMDb dataset.
Quraishi [34] evaluated of four ML algorithms (Multinomial Naïve Bayes, Support Vector

Machine, LSTM, and GRU) for sentiment analysis on IMDb review dataset. He found that among
these four algorithms, GRU performed the best with an accuracy of 89.0%.

Derbentsev et al. [35] also explored the performance of four ML algorithms (Logistic Regres-
sion, Support Vector Machine, Fully-connected NN, and CNN) for SA on IMDb dataset. They
used two pre-trained word embeddings GloVe and Word2vec with different dimensions (100
and 300) as well as TF-IDF representation. They reported that the best classification accuracy
(90.1%) was performed by CNN model with Word2vec-300 embedding.

3. Base concept of NLP applying to sentiment analysis

3.1. ML approach of NLP

To solve NLP problems using ML methods, it is necessary to represent the text in the form of
set feature vectors. The text can consist of words, numbers, punctuation, special characters of
additional markup (for example, HTML tags). Each such “unit” can be represented as a vector
in various ways, for example, using unitary codes (one-hot encoding), or context-independent
(depended) vector representations.

The base idea of applying ML to NLP was introduced by Bengio et al. [36]. They proposed to
jointly learn an “embedding” of words into an n-dimensional numeric vector space and to use
these vectors to predict how likely a word is given its context.

In the case of text, features represent attributes and properties of documents including their
content and meta-attributes, such as document length, author name, source, and publication
date. Together, all document features describe a multidimensional feature space to which ML
methods can be applied.
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Thus, in themost general terms, the application ofML to SA problems consists of the following:
text data preprocessing, feature extraction, classification, and interpretation of results.

3.2. Data pre-processing

The quality of the result depends on the input data. Therefore, it is important that they are
prepared in the best possible way. In general, pre-processing stage consists of the following
steps [37, 38, 39]:

• Text cleaning. First of all, we need to clean up the text. Depending on the task, cleaning
includes removing non-alphabets, various tags, URLs, punctuation, spaces, and other
markup elements;

• Segmentation and tokenization. They are relevant in the vast majority of cases, and
provide division of the text into separate sentences and words (tokens). As a rule, after
tokenization all words are converted to lower case;

• Lemmatization and stemming. Typically, texts contain different grammatical forms of
the same word, and there may also be words with the same root. Lemmatization is the
process of reducing a word form to a lemma – its normal (dictionary) form. Stemming is
a crude heuristic process that cuts off “excess” from the root of words, often resulting in
the loss of derivational suffixes. Lemmatization is a subtler process that uses vocabulary
and morphological analysis to eventually reduce a word to its canonical form, the lemma;

• Definition of context-independent features that characterize each of the token, which not
dependent on adjacent elements;

• Refining significance and applying a filter to stop words. Stop words are frequently used
words that do not add additional information to the text. When we apply ML to texts,
such words can add a lot of noise, so it is necessary to get rid them;

• Dependency parsing. The result is the formation of a tree structure, where the tokens are
assigned to one parent, and the type of relationship is established;

• Converting text content to a vector representation that highlights words used in similar or
identical contexts.

3.3. Features extraction

ML algorithms cannot work directly with raw text, so it is necessary to convert the text into sets
of numbers (vectors) – construct a vector representation. In ML this process is called feature
extraction.
Vector representation is a general name for various approaches to language modeling and

representation training in NLP aimed at matching words (and possibly phrases) from some
dictionary of vectors.
The most common approaches for construction vector representations are Bag of Words,

TF-IDF, and Word Embeddings [38].
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3.3.1. Bag of words

Bag of words (Bow) is a popular and simple feature extraction technique used in NLP. It describes
the occurrences of each word in the text.

Essentially, it creates a matrix of occurrences for a sentence or document, ignoring grammar
and word order. These frequencies (“occurrences”) of words are then used as features for
learning.
The basic idea of applying Bow is that similar documents have similar content. Therefore,

basis on content, we can learn something about the meaning of the document.
For all its simplicity and intuitive clarity, this approach has a significant drawback. The Bow

encoding uses a corpus (or set, collection) of words and represents any given text with a vector
of the length of the corpus. If a word in the corpus is present in the text, the corresponding
element of the vector would be the frequency of the word in the text.
If individual words are encoded by one-hot vectors, then the feature space will have a

dimension equal to the cardinality of the collection’s dictionary, i.e. tens or even hundreds of
thousands. This dimension rises along with the increasing of the amount of dictionary.

3.3.2. N-grams

Another, more complex way to create a dictionary is to use grouped words. This will resize the
dictionary and give Bow more details about the document.
This approach is called “N-gram”. An N-gram is a sequence of any entities (words, syllable,

letters, numbers, etc.). In the context of language corpora, an N-gram is usually understood as
a sequence of words.

A unigram is one word, a be-gram is a sequence of two words, a trigram is three words, and
so on. The number N indicates how many grouped words are included in the N-gram. Not all
possible N-grams get into the model, but only those that appear in the corpus.

3.3.3. TF-IDF

Term Frequency (𝑇𝐹) is the ratio of the number of appearing a certain word to the total number
of words in the document. Thus, the importance of a word 𝑡 within a single document 𝑑𝑖 is
evaluated:

𝑇𝐹(𝑡, 𝑑𝑖) =
𝑛𝑡

∑𝑘 𝑛𝑘
, (1)

where 𝑛𝑡 is the number of occurrences of the word 𝑡 in the document 𝑑𝑖, and in the denominator
of the fraction is the total number of words in the document.
But frequency scoring has a problem: words with the highest frequency have, accordingly,

the highest score. There may not be as much information gain for the model in these words as
there is in less frequent words.

One way to remedy the situation is to downgrade a word that appears frequently in all similar
documents. This metric is called 𝑇𝐹 − 𝐼𝐷𝐹 (short for Term Frequency – Inverse Document
Frequency).
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In this metric 𝐼𝐷𝐹 is the inverse of the frequency with which a certain word occurs in the
documents of the collection:

𝐼𝐷𝐹(𝑡, 𝑑𝑖, 𝐷) = log
|𝐷|

|{𝑑𝑖 ∈ 𝐷|𝑡 ∈ 𝑑𝑖}|
. (2)

Here |𝐷| is the number of documents in the collection (corpus), {𝑑𝑖 ∈ 𝐷|𝑡 ∈ 𝑑𝑖} is the number
of documents in the collection 𝐷 that contain word 𝑡.
There is only one 𝐼𝐷𝐹 value for each unique word within a given collection of documents.

𝐼𝐷𝐹 metric reduces the weight of commonly corpusused words.
𝑇𝐹 − 𝐼𝐷𝐹 is a statistical measure for estimating the importance of a word in a document that

is part of a collection or corpus:

𝑇𝐹-𝐼𝐷𝐹(𝑡, 𝑑𝑖, 𝐷) = 𝑇𝐹(𝑡, 𝑑𝑖) × 𝐼𝐷𝐹(𝑡, 𝑑𝑖, 𝐷). (3)

𝑇𝐹 − 𝐼𝐷𝐹 scoring increases in proportion to the frequency of occurrence of the word in the
document, but this is compensated by the number of documents containing this word.

The disadvantage of the frequency approach based on this metric is that it does not take into
account the context of a single word. Moreover, it does not distinguish the semantic similarity
of words. All vectors are equally far from each other in the feature space.

3.3.4. Word embedding

Word embedding is one of the most popular representations of document’s vocabulary. This is
a technique that maps words into number vectors, where words which have similar meanings
will be close to each other with their vector representation in terms of some distance metric in
the vector space.
Word embedding gives the impressive performance of DL methods on challenging NLP

problem. Recently, several powerful word embedding models have been developed:

• Word2vec (short from Words to Vectors, provided by Google in 2013) [17];
• GloVe (short from Global Vectors, provided by Stanford University in 2014) [18];
• FastText (provided by Facebook in 2017) [19];
• BERT (short from Bidirectional Encoder Representations from Transformers, provide by
Google in 2018) [40].

These models are pre-trained on large corpuses of texts, including Wikipedia and specific
domain.
Word2vec is a set of ANN models designed to obtain word embedding of natural language

words. It takes a large text corpus as input and maps each word to a vector, producing word
coordinates as output. It first generates a dictionary of the corpus and then calculates a vector
representation of the words by learning from the input texts.

The vector representation is based on contextual proximity: words that occur in the text next
to the same words (and therefore have a similar meaning) will have close (by cosine distance)
vectors.
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Figure 1: Simplified representation of the CBoW and Skip-gram models [17].

Word2vec implements two main learning algorithms: CBoW (Continuous Bag of Words) and
Skip-gram (figure 1).
CBoW is an architecture that predicts the current word based on its surrounding context.

Architecture like Skip-gram does the opposite: it uses the current word to predict surrounding
words.

Building a Word2vec model is possible using these two algorithms. The word order of the
context does not affect the result in any of these algorithms.

GloVe focuses on words co-occurrences over the whole corpus. Its embeddings relate to the
probabilities that two words appear together. So, GloVe combines features of Word2vec and
singular co-occurrence matrix decomposition.

In the present study, we applied both Word2vec and GloVe models to obtain vector represen-
tations of words.
The main application effect of using pre-trained language models is to obtain high-quality

vector representations of words that take into account contextual dependencies and allow you
to achieve better results on targets.

4. DNNs classification models design

After previous stage, we can start building a classification model. The model type and architec-
ture depends on the research task of SA which can be performed at different hierarchical levels
of text documents (document-level, sentence-level, word or aspect-level), domains (reviews
about travel agencies, hotels, movies, election opinion prediction, analysis of public opinion on
acute social and political issues), binary or multiclass classification.
If we have a dataset of texts with class labels (for example, with binary labels “positive”
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and “negative”), we could apply Supervised ML techniques, in particular, binary classification
algorithms.
Mathematically, this problem can be formulated as follows: given training sample of texts

𝑋 = {𝑥1, 𝑥2, ...𝑥𝑚}, for each text there is a class label 𝑌 = {𝑦𝑖}, 𝑦𝑖 ∈ {0, 1}, 𝑖 = 1, 2, ...𝑚.
It is necessary to build a classifier model 𝑏(𝑋 , 𝑤)∶ 𝑋 → 𝑌, where 𝑤 is a vector of unknown

parameters or weights.
At the same time, it is necessary to minimize the 𝐿𝑜𝑠𝑠 function that determines the total

deviation of real class labels from those predicted by the classifier. For binary classification
problems, the most common is binary cross-entropy:

𝐿𝑜𝑠𝑠 = − 1
𝑁
[
𝑁
∑
𝑖=1

(𝑦𝑖 log(𝑝𝑖) + (1 − 𝑦𝑖) log(1 − 𝑝𝑖))] (4)

where 𝑁 is the size of the training sample, 𝑦𝑖 = {0, 1} is the true class label for the 𝑖-th data
sample, 𝑝𝑖 is the probability of belonging to the positive class for the 𝑖-th data sample provided
by the classifier.

4.1. Logistic regression

Since the task of SA in the general case is reduced to the binary classification problem (negative,
positive), we chose the Logistic Regression (LR) model as the baseline classifier 𝑏(⋅):

𝑏(𝑋 , 𝑤) = 𝜎 (⟨𝑤, 𝑥⟩) , (5)

where ⟨𝑤, 𝑥⟩ – denotes the scalar product, 𝜎(⋅) is a 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (logistic) function

𝜎(𝑧) = 1
1 + exp(−𝑧)

. (6)

LR has such advantage as it can be used to predict the probability to belong a training sample
(in our case, tokenized and vectorized text) to one of the two target classes.

4.2. CNN model

CNNs are a class of DNNs that were originally designed for image processing [41]. But these
models have shown their efficiency for many other tasks, such as time series forecasting [42].

Kim [43] has shown that CNNs are efficient for classifying texts on different datasets. Recently,
they have also been used for various NLP tasks (speech generation and recognition, text
summarization, named entity extraction).
The architecture of CNNs consists of convolutional and subsampling layers (figure 2).
The convolutional layer performs feature extraction from the input data and generates feature

maps. The feature map is computed through an element-wise multiplication of the small matrix
of weights (kernel) and the matrix representation of the input data, and the result is summed.

This weighted sum then passed through the non-linear activation function. One of the most
common is the function ReLu, which is given as 𝑅𝑒𝐿𝑢(𝑥) = max(0, 𝑥).
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Figure 2: Convolutional Neural Network (CNN) Architecture for Text Processing [43].

The pooling (subsampling) layer is a non-linear compaction of the feature maps. For example,
max-pooling takes the largest element from the feature map and extracts the sum of all its
elements.
After max-pooling, feature maps are concatenated into a flatten vector, which will then be

passed to a fully connected layer.
The input data for the most NLP problems is text which consists of sentences and words. So

we need represent the text as an array of vectors of a certain length: each word mapped to a
specific vector in a vector space composed of the entire vocabulary.
As these vectors, we can use word frequencies (for example, obtained using the 𝑇𝐹 − 𝐼𝐷𝐹

metric), or pre-trained embeddings (Word2vec, GloVe, FastText).
Unlike images processing, text convolution is performed using one-dimensional filters (1D

Convolution) on one-dimensional input data, for example, sentences, using convolution kernels
of different size (widths).
Applying of multiple kernels widths and feature maps is analogous to the use of N-grams.
For image processing, convolutions are usually performed on separate channels that corre-

spond to the colors of the image: red, green, blue. Set of different filters is applied for each
channel, and the result of this operation is then merged into a single vector.
For text processing as channels we can consider, for example, the sequence of words, or

words embeddings. Then different kernels applied to the words can be merged into a single
vector.

The final result of sentiment analysis is obtained by applying Sigmoid activation function
(binary classification task) or Softmax (in the case of multi-class task).

4.3. LSTM and BiLSTM model

Sequential information and long-term dependencies in NLP traditionally performed with Re-
current Neural Networks (RNNs) which could compute context information, for example, in
dependency parsing.
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The most common and efficient for many ML tasks, including NLP, were architectures based
on LSTM (Long Short Term Memory) or GRU (Gated Recurrent Unit) cells [37, 16].

4.3.1. LSTM

LSTM model proposed by Hochreiter and Schmidhuber [44] introduces the concept of a state
for each of the layers of a RNN which plays the role of memory.
The input signal affects the state of the memory, and this, in turn, affects the output layer,

just like in a RNN. But this state of memory persists throughout the time steps of a sequence
(for example, time series, sentence, or text document). Therefore, each input signal affects the
state of the memory as well as the output signal of the hidden layer.

LSTM cell includes several units or gates: the inputs, output, and forget gates (figure 3). These
gates are used to control a memory cell that is carrying the hidden state ℎ𝑡 to the next time step.

Figure 3: Diagram of a LSTM cell.

The LSTM cell is formally defined as:

𝑓𝑡 = 𝜎(W𝑓 ⋅ (ℎ𝑡−1,x𝑡) + 𝑏𝑓, (7)

𝑖𝑡 = 𝜎(W𝑖 ⋅ (ℎ𝑡−1,x𝑡) + 𝑏𝑖, (8)

𝐶̃𝑡 = tanh(W𝑐 ⋅ (ℎ𝑡−1,x𝑡) + 𝑏𝑐), (9)

𝑜𝑡 = 𝜎(W𝑜 ⋅ (ℎ𝑡−1,x𝑡) + 𝑏𝑜), (10)

𝑎𝑡 = 𝑖𝑡 ⊗ 𝐶̃𝑡, (11)

𝐶𝑡 = 𝑓𝑡 ⊗ 𝐶𝑡−1 + 𝑎𝑡, (12)

where x𝑡 – is the vector of input sequence at time 𝑡; 𝐶𝑡−1, ℎ𝑡−1 – state (long-term content)
and hidden state in previous time step (𝑡 − 1) respectively; 𝜎(⋅), tanh (⋅) are the 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 and
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𝐻𝑦𝑝𝑒𝑟𝑏𝑜𝑙𝑖𝑐 tangent activation functions; ⊗ – the Kronecker product; W𝑓, W𝑖, W𝑜 – the weight
matrices for input, forget, output of the gates respectively; 𝑏𝑓, 𝑏𝑖, 𝑏𝑜 – biases for the gates.

The input gate 𝑖𝑡 determines which values need to update. Then the hyperbolic tangent layer
builds a vector 𝐶̃𝑡 of new values that can be added to the state of the cell 𝐶𝑡.
The forget gate 𝑓𝑡 controls how much is remembered (what part of the information is kept

and what is erased) from step to step. Decision what information can be thrown out of the cell
state is made by a sigmoid layer.

The output gate 𝑜𝑡 receives an input signal (which is the concatenation of the input signal at
time step 𝑡 and the cell output signal at time step (𝑡 − 1) and passes it to the output. Thus, this
gate determines which part of the long-term content 𝐶𝑡 should be transferred to the next time
step.
Each of these gates is a feed-forward neural network layer consisting of a sequence of

weights fitted by the network with an activation function. This allows the network to learn the
conditions for forgetting, ignoring, or keeping information in the memory cell.

Due its structure LSTM can learn and remember representations for variable length sequences,
such as sentences, documents, and speech samples.

4.3.2. BiLSTM

Unidirectional (standard) LSTM only preserves information of the past because the only inputs
it has seen are from the past. Unlike standard LSTM, in BiLSTM (Bidirectional LSTM) model
the input flows in both directions and it’s capable of utilizing information from both sides.
So BiLSTM is a sequence processing model that consists of two LSTMs layers: one taking

the input in a forward direction (from “past to future”), and the other in a backwards direction
(from “future to past”) (figure 4).

Figure 4: Diagram of a BiLSTM model.
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For example, if we want to predict a word by context (the central word), the network takes a
given number of words to the left of it as the context – the Forward layer performs it, as well as
the words to the right of it – Backward layer performs it.

Then we can combine the outputs from both LSTM layers in different ways: as sum, average,
concatenation or multiplication. This output contains the information or relation of past and
future word.

BiLSTM increase the amount of information available to the network, improving the context.
It’s also more powerful tool for modeling the sequential dependencies between words and

phrases in both directions of the sequence than standard LSTM.
BiLSTM is usually used when we have the sequence to sequence tasks but it should be noted

that BiLSTM (compared to LSTM) is a much “slower” model and requires more time for training.

4.4. CNN+LSTM model

Both basic DNNs architectures CNN and LSTM have own advantages and disadvantages. Thus,
LSTM networks can capture long-term dependencies and find hidden relationships in the data.
CNNs are able to extract features using different convolutions and filters.
Therefore, the combination of convolutional and recurrent layers in the model turns out to

be effective in many applied problem such as simulation of various natural processes, image
processing, time series forecasting, and different NLP tasks [45, 46, 47, 31, 28, 48].

So we developed two models based on modifications of CNN+LSTM architecture which final
design and hyperparameters settings are given in the Section 6.

Our proposed models exploit the main features of both LSTM and CNN. In fact, LSTM could
accommodate long-term dependencies and overcome the key issues with vanishing gradients.
For this reason, LSTM is used when longer sequences are used as inputs. On the other hand,
CNN appears able to understand local patterns and position-invariant features of a text.

5. Datasets and software implementation

All developed DNNs (CNN, CNN-LSTM, BiLSTM-CNN), and LR as the baseline, were imple-
mented in the Python 3.8 programming language using Scikit-learn library for LR, estimation
classification accuracy, and for designing DNNs models we used Keras library and TensorFlow
as backend.

We evaluate the performance of our models on two datasets: Stanford’s IMDb dataset (Stan-
ford’s Large Movie Review Dataset), which contains 50,000 movie reviews as well as Sentiment
140 dataset [49] with 1.6 million tweets.

Both datasets are intended for binary classification: they contain for each text (review or
tweet) a sentiment class binary label. They are also balanced, i.e. contain the same number of
texts for the positive and negative classes.
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6. Empirical results

6.1. Pre-processing and words embeddings

For text pre-processing the Python library package NLTK [50] was used, as well as customers
regular expressions.
The pre-processing stage included removing punctuations, markup tags, html and tweet

addresses, removing stop words and converting all words to lower case.
Tokenization was performed by using Keras preprocessing text library. After tokenization

we got the length of the vocabulary in 92393 unique tokens for IMDb dataset and 507702 for
Sentiment140 respectively to which one token was added for representation out of vocabulary
words.

It should be noted that the selected datasets are characterized by different average length
of texts (number of words). Thus the length of most reviews does not exceed 500 words, and
tweets – 50.

Since DNNs work with fixed-length input sequences we padded zero tokens all reviews and
tweets which length are less than average to fixed length 500 and 50 words (tokens) respectively,
and cut longer texts to these fixed sizes.
For words vector representation was used GloVe word embeddings with word vectors of

dimension 100 provided by Gensim library [51].

6.2. DNNs models design and hyperparameters setting

To initialize the weights of the first layer (Embedding Layer) for all models, pre-trained GloVe
embeddings of size 100 were used. These weights were frozen and did not change during
training.
The first model, CNN, consists of three sequential Convolutional layers with filter sets of

different kernel widths. These layers are interspersed with Maxpooling layers. Behind them are
a Flatten and a Fully connected (Dense) layer.
The second, CNN-LSTM model differs from the CNN by the presence of an LSTM layer

instead of a Flatten after Convolutional and Maxpooling. The base idea of such architecture
is that CNN can be used to retrieve higher-level word feature sequences and LSTM to catch
long-term correlations across window feature sequences, respectively.

The third, BiLSTM-CNNmodel contains two BiLSTM layers (forward and backward), followed
by a Convolutional and Maxpooling layers. After that, two Fully connected layers were used to
reduce the output dimension and make prediction.
For all models Dropout layers were also used to prevent overfitting. As the Loss-function

Binary Cross-Entropy (4) was chosen, which can be calculated as the average cross-entropy
over all data samples [52].
The final parameters of DNNs architecture are shown in table 1.

6.3. Evaluating Performance Measures

The datasets were divided in the proportion of: 64% for training, 20% for validation, and 16% for
test subsets respectively.
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Table 1
Final DNNs models hyperparameters setting.

Model Layers Parameters
CNN Embedding emb_dim 100, sent_len 500(50)

Dropout 0.3
Convolutional 1D 100 filters of size 2, act_func ReLu
Max pooling pool_size 2
Convolutional 1D 100 filters of size 3, act_func ReLu
Max pooling pool_size 2
Convolutional 1D 100 filters of size 4, act_func ReLu
Max pooling pool_size 2
Flatten
Dropout 0.3
Fully connected 1 neuron, act_func Sigmoid

CNN-LSTM Embedding emb_dim 100, sent_len 500(50)
Dropout 0.3
Convolutional 1D 50 filters of size 2, act_func ReLu
Max pooling pool_size 2
Convolutional 1D 100 filters of size 2, act_func ReLu
Max pooling pool_size 2
Convolutional 1D 200 filters of size 2, act_func ReLu
Max pooling pool_size 2
LSTM 64 neurons, reccur_dropout 0.3
Dropout 0.3
Fully connected 32 neurons
Fully connected 1 neuron, act_func Sigmoid

BiLSTM-CNN Embedding Emb_dim 100, sent_len 500(50)
Dropout 0.3
Bidirectional LSTM with 100 neurons
Dropout 0.3
Bidirectional LSTM with 100 neurons
Dropout 0.3
Convolutional 1D 100 filters of size 3, act_func ReLu
Global Max pooling 1D
Fully connected 10 neurons, act_func ReLu
Fully connected 1 neuron, act_func Sigmoid

All DNNsmodels were trained over 5 epochs with a minibatch size of 256 and 1024 samples for
IMDb and Sentiment 140 respectively. To compare classification performance of the developed
models we used the Accuracy metrics given by:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑃 + 𝑁

× 100%, (13)

where 𝑇𝑃 and 𝑇𝑁 are the number of correctly predicted values of the positive and negative
classes, respectively; 𝑃 and 𝑁 are the actual number of values for each of the classes.
We also calculated 𝐹1-𝑠𝑐𝑜𝑟𝑒 which is harmonic average between 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (the percentage

of objects in the positive class, which were classified as positive, are correctly classified), and
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𝑅𝑒𝑐𝑎𝑙𝑙 (percentage of objects of the true positive class which we correctly classified):

𝐹1-𝑠𝑐𝑜𝑟𝑒 = 2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

, (14)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

, (15)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

. (16)

Here 𝐹𝑃 (False Positive) and 𝐹𝑁 (False Negative) are numbers of times (data samples) where
the model incorrectly classified these samples as belonging to the positive and negative classes
respectively.
The final results of classification performance are presented in tables 2-3.

Table 2
Classification performance on IMDb dataset,%.

Models Precision Recall F1-score Accuracy
LR (baseline) 86.62 85.54 86.08 85.90

CNN 90.04 90.31 90.18 90.09
CNN-LSTM 90.90 84.84 87.76 88.08
BiLSTM-CNN 83.08 93.25 87.87 87.03

Table 3
Classification performance on Sentiment 140 dataset, %.

Models Precision Recall F1-score Accuracy
LR (baseline) 71.61 74.63 73.09 74.23

CNN 76.17 79.47 77.78 77.24
CNN-LSTM 78.98 77.47 78.23 78.37
BiLSTM-CNN 79.54 84.41 81.91 82.10

Classification performance on IMDb dataset for all developed DNN models is better than
baseline. The best 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 metric was obtained using the CNN model (90.09%). At the same
time, models based on the combination of Convolutional and LSTM layers showed an 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
of 2-3% less (table 2).
It should be noted that obtained results are comparable or even superior in accuracy to the

results given by other researchers [33, 34, 53] for IMDb dataset.
All models showed significantly lower accuracy (on average 10% less) on the dataset Sentiment

140 (table 3). The best result was achieved for the BiLSTM-CNN model – 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 82.1%.
At the same time, the complication of models by adding new layers did not lead to a significant

increase in accuracy, but prolonged the training time.
In our opinion, lower accuracy may be due to the fact that Sentiment 140 dataset contains

many slang words that are out of vocabulary. So, if for IMDb dataset the part of the missing
words was about 30 percent, then for the Sentiment 140 this part was more than 70.
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7. Discussion

Our research sheds light on the effectiveness of relatively uncomplicated Deep Neural Networks
(DNNs) architectures with a modest layer count for sentiment analysis of social media texts,
particularly within binary classification scenarios. These models exhibit a level of accuracy that
is sufficiently practical for real-world applications.
In the case of the English-language datasets, IMDb and Sentiment 140, our models show-

cased the following classification accuracy rates: Logistic Regression (Baseline) achieved 85.9%
(74.23%), CNN achieved 90.09% (77.24%), CNN-LSTM reached 88.01% (78.36%), and BiLSTM-CNN
attained 87.03% (82.10%).
Notably, preprocessing steps like lemmatization or stemming can likely boost classification

accuracy. This becomes especially relevant for tweets, which frequently feature an array of
user-generated vocabulary.
Another avenue for potential improvement involves utilizing word embeddings weighted

by their Term Frequency-Inverse Document Frequency (TF-IDF) metric. Addressing out-of-
vocabulary words could involve strategies like employing the weighted average value of neigh-
boring word embeddings within a designated window length or substituting missing words
with normalized TF-IDF embeddings transformed via principal component analysis (SVD de-
composition of the sparse TF-IDF matrix to reduce dimensionality).
In our perspective, an exciting trajectory for advancing sentiment analysis in social media

involves the utilization of models rooted in deep convolutional networks or the amalgamation
of convolutional and recurrent networks. Coupling these models with pre-trained embeddings,
such as those founded on GloVe, Word2Vec, and FastText, holds promise. Leveraging pre-trained
embeddings allows the initialization of DNNs with parameters that are already somewhat
attuned to the text classification task, accelerating the learning process and enhancing the
generalization capabilities of classifiers founded on deep networks.

8. Conclusion

In conclusion, our research illuminates the efficacy of employing relatively straightforward
Deep Neural Network (DNN) architectures for sentiment analysis in the context of social media
text. Our findings underscore that even DNNs with limited complexity can yield accuracy levels
suitable for practical applications in binary sentiment classification.

Through experimentation on the IMDb and Sentiment 140 datasets, we observed compelling
classification accuracy results: Logistic Regression (Baseline) achieved 85.9% (74.23%), CNN
achieved 90.09% (77.24%), CNN-LSTM reached 88.01% (78.36%), and BiLSTM-CNN attained
87.03% (82.10%).
Enhancing the preprocessing steps with techniques like lemmatization and incorporating

weighted word embeddings via TF-IDF are potential strategies to further refine classification
accuracy. Additionally, the combination of deep convolutional and recurrent networks, comple-
mented by pre-trained embeddings, emerges as a promising avenue for advancing sentiment
analysis in social media. Pre-trained embeddings not only expedite learning but also enhance
the classifier’s ability to generalize.
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Abstract
This paper is an applied research that aims to model and analyze how the war in Ukraine influenced
the globalization processes and the world financial markets. This topic is relevant but underexplored
in the literature. We used the wavelet entropy method to build models for the markets of natural gas,
oil, gasoline, and currency pairs EUR/USD, GBP/USD. Wavelet entropy is a measure of complexity and
uncertainty of unsteady signals or systems in both time and frequency domains. Our results show that
the war in Ukraine was a source of crises in the studied markets and a factor that reshaped the world
economic space.

Keywords
globalization processes, global financial markets, oil market, natural gas market, currency markets, crisis
impact, wavelet entropy, war in Ukraine

1. Introduction

The turn of the 20th and 21st centuries has witnessed intensified scholarly interest in the
challenges posed by globalization processes amid various crisis phenomena, fostering theoret-
ical and methodological explorations in forecasting, analysis, and modeling. The trajectory
of globalization theories, transitioning from Keynesian paradigms to neoliberal constructs
throughout the 20th century, has underpinned the establishment of the post-industrial economy.
The prevalence of contemporary crises—ranging from warfare and the COVID-19 pandemic to
the quest for national self-determination, hunger, income disparities, and ecological, energy,
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raw material, food, and demographic quandaries—attests to the state of crisis confronting the
modern world.

These multifaceted predicaments have prompted conjectures that 21st-century economic
growth will persist but chart novel directions, characterized by qualitative shifts in services,
digitization, and transformations in scientific and technological progress. The currents of
globalization are manifest in trends such as the division of world markets into core and periph-
eral domains, spawning divergent interests between hegemonic and peripheral nations. The
consolidation of national economies and societies within robust regional frameworks, the ebb
and flow of income polarization tied to increased productivity, swift capital mobility, financial
elite-driven speculation, and the paradoxical dynamics between the virtual and real economic
sectors typify globalization’s canvas. Furthermore, the imperative to coalesce against terrorism
and global crises compounds these intricate trends.

Maurice Allais, the renowned French economist and Nobel laureate, contemplated the com-
prehensive globalization of trade between nations with disparate wage levels. He envisioned an
outcome marked by unemployment, declining economic growth, inequality, and poverty—a
perspective that stirs questions concerning globalization’s necessity and desirability [2].

This dichotomous nature of globalization, yielding both positive and adverse repercussions
for the world economy, is exemplified in the erosion of sovereign, economic, political, and
energy independence among nations. The ripples of financial crises travel swiftly across
regions, exerting significant influence on dependent economies, amplified by political, food,
and energy upheavals. The ongoing war in Ukraine, coupled with the concomitant blockade
of its seaports, has underscored the vulnerability of grain-importing nations to potential food
crises [3]. Concurrently, the surge in forced migration and escalating unemployment further
underscores globalization’s complex fallout.

Today, financial and investment spheres exemplify the zenith of globalization. Financial flows
cascade through the global economy, primarily via financial markets—largely detached from
tangible goods and services markets. This intricate interplay intermittently begets financial
crises, eroding financial systems, and culminating in socio-economic, demographic, and financial
instabilities. The ripples of regional financial crises [4], the resounding echo of the global
COVID-19 crisis [5], and the recurring turmoil in markets like the USA and China illuminate
this reality.

The military-industrial complex’s upswing following the 9/11 attacks, propelled by NATO-
led wars in Afghanistan and Iraq, demonstrates the interdependence between war, crises,
and economic dynamics. The ongoing war in Ukraine, coupled with military assistance, has
spurred heightened production within the military-industrial complexes of the US and specific
European countries. The associated demand for financial investment reverberates in global
and regional financial markets. Thus, the salience of this research topic is evident, demanding
a comprehensive toolkit to decipher evolving trends within the globalized financial system,
particularly financial markets.

In this context, the analysis and modeling of globalization processes during crisis phases,
with ramifications for financial market states and trajectories, assumes paramount importance.
A substantial body of work, from both domestic and international scholars, attends to this
scientific challenge. For instance, the bankruptcy rates of Turkish banking institutions vis-à-
vis the deep-rooted financial crisis were examined using diverse performance indicators via
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stochastic methods, such as frontier analysis and data coverage analysis [6].
The European sovereign debt crisis prompted statistical examinations of financial relation-

ships to model bond market yield movements [7]. This elucidated long-term and short-term
contagion effects, particularly pronounced in peripheral countries after the crisis’s acute phase.
Many investigations have delved into modeling the yield, volatility, and risk profiles of diverse
financial instruments within financial markets, employing an array of methodologies.

Cross-quantile analyses explored the intricate relationships between developed and emerging
market stock returns, unveiling nuanced time-varying characteristics [8]. The dynamics of
illiquidity within developed stock markets during and post the global financial crisis were
modeled using amultiplicative errormodel, revealing pronounced interdependencies in volatility
and illiquidity, especially during crises [9]. GARCH models unraveled the far-reaching impact
of COVID-19 on the precious metals market, exposing its long memory effect [10].

The high-dimensional conditional Value-at-Risk (CoVaR), which is based on the LASSO-VAR
model, is used to study the systemic risks of financial contagion in crisis situations using the
example of oil markets and G20 stock markets [11]. The authors proved that in the event of
a crisis in the oil markets, the stock markets of those countries that are connected with oil
production will experience the greatest shocks.

Changes in the environment and depletion of natural resources have led to investment in
renewable energy sources, and therefore to the need to analyze herd (collective) behavior in this
market [12]. In the article, the authors presented the results of testing the collective behavior of
the renewable energy market using an empirical model during the periods of the global financial
crisis and the coronavirus crisis. The authors proved the herd behavior of market participants
during periods of crises in the oil markets. As a result, there is an invigoration of collective
behavior in the stock markets as well. Attention is also paid to the study of contagion and the
emergence of risks from fossil fuel energy markets to renewable energy stock markets.

The burgeoning interest in monitoring, modeling, and forecasting financial markets during
crisis episodes has propelled the adoption of nonlinear dynamics tools. Fractal and entropy
analyses uncovered trends in the cryptocurrency market [13] during the COVID-19 pandemic,
serving as effective crisis identifiers [14]. Quantum models, exemplified by the heterogeneous
economic model, offered insights into the flow and aftermath of various crises, thereby enriching
comparisons.

The articles [15, 16] are devoted to the identification of special conditions in the cryp-
tocurrency market. The authors classified and adapted quantitative indicators to this market,
analyzed their behavior in the conditions of critical events and well-known cryptocurrency
market crashes.

Danylchuk et al. [17] use entropy methods to determine the investment attractiveness of
countries. For this purpose, regional stock markets are studied, as they are a reflection of the
economies of countries.

Quantum modeling, namely the heterogeneous economic model, has been applied to stock
markets [18]. With the help of “measurement of the temperature of the series” crisis periods in
the markets were detected. This model made it possible to adequately compare the features of
the flow and consequences of various crises.

Modeling the impact of geopolitical risks on the state and dynamics of financial markets
under conditions of crises of various natures is a little-researched field. This issue becomes
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especially relevant in the context of the creation of political and economic alliances and recent
political crises. Choi [19] presents the results of using the method of multiple and partial
wavelet-coherent analysis regarding the influence of geopolitical problems on stock markets in
the countries of Northeast Asia.

Abdel-Latif and El-Gamal [20] investigate the global dynamic interrelationship between the
prices of petroleum products, oil, financial liquidity, geopolitical risk and economic indicators
of the economies of countries dependent on oil exports. For this purpose, the authors use the
global vector autoregression (GVAR) model.

The full-fledged war in Ukraine has spurred inquiries into its financial market implications.
Empirical evidence substantiates the war’s deleterious impact on global stock market prof-
itability, significantly affecting markets in geographically proximate countries, as well as those
denouncing the war. Boungou and Yatié [21] provide empirical evidence of the negative impact
of the war in Ukraine on the profitability of the global stock market. The largest decrease in
the indicator was demonstrated by the markets of those countries geographically bordering
Ukraine and Russia, as well as countries that condemned the war.

The war’s influence on financial markets, particularly concerning countries reliant on Russian
goods, is also studied [22]. Results indicate increased instability across markets, proportionate
to a country’s dependence on Russian goods.

The extent of globalization’s influence on financial markets during crises remains a subject
necessitating thorough investigation. While globalized markets appear more vulnerable, the
reactions of US and Asian markets vary [23].

The study of modern crises—political, social, military, and pandemic—has engendered shifts
in globalization patterns within financial markets, warranting a rigorous exploration. Classical
analytical methods, however, often fall short in fully assessing and predicting these intricate
dynamics. Consequently, the exigency of a comprehensive, interdisciplinary approach is evident
in addressing this complex scientific endeavor.

2. Research methods

In this study, the wavelet entropy method is used to model and analyze the impact of the war
in Ukraine on globalization processes using the example of the gas, oil, petroleum products,
and currency markets. The method of wavelet transformations is proposed for the analysis
of periods in time series with the aim of detecting the evolution of parameters [24]. Wavelet
analysis based on wavelet entropy allows obtaining information about dynamic complexity
[25].

We can describe wavelet entropy based on the work of Zunino et al. [26]. When studying the
time series, which consists of sample values 𝑥𝑖, 𝑖 = 1, ..., 𝑀, when using a set of scales 1, ..., 𝑁, we
will get a wavelet transformation (expansion)

𝑋(𝑡) =
𝑁
∑
𝑗=1

∑
𝑘
𝐶𝑗𝜓𝑗,𝑘(𝑡) =

𝑁
∑
𝑗=1

𝑟𝑗(𝑡), (1)

𝑟𝑗(𝑡) contains information about the series 𝑋 in scale 2𝑗−1 and 2𝑗.
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Application of the theory of Fourier expansions allows us to determine the energy on each
scale using

𝐸𝑗 = ||𝑟𝑗||2 = ∑
𝑘
|𝐶𝑗(𝑘)|2. (2)

The total energy of the series can be calculated by

𝐸𝑡𝑜𝑡 = ||𝑋 ||2 =
𝑁
∑
𝑗=1

∑
𝑘
|𝐶𝑗(𝑘)|2 =

𝑁
∑
𝑗=1

𝐸𝑗. (3)

The next step is to determine the relative wavelet energy

𝑝𝑗 =
𝐸𝑗
𝐸𝑡𝑜𝑡

, (4)

which provides hidden characteristics of the series in time and frequency spaces.
Using the concept of Shannon entropy, we can determine the normalized total wavelet entropy

𝐸𝑊𝑇 =
−∑𝑁

𝑗=1 𝑝𝑗 ln 𝑝𝑗
𝑋𝑚𝑎𝑥

. (5)

The improvement of the wavelet entropy calculation algorithm was the use of a window
procedure [27]. The following formula is used to calculate the wavelet energy for a time window

𝐸(𝑖)𝑗 =
𝑖⋅
∑

𝑘=(𝑖−1)𝐿+1
|𝐶𝑗(𝑘)|2, 𝑖 = 1, ..., 𝑁𝑇. (6)

The total energy in the window is calculated by

𝐸(𝑖)𝑡𝑜𝑡 =
−1
∑
𝑗=−𝑁

𝐸(𝑖)𝑗 . (7)

The change in time of relative wavelet energy and normalized total wavelet entropy is
obtained by

𝑝(𝑖)𝑗 =
𝐸(𝑖)𝑗

𝐸(𝑖)𝑡𝑜𝑡
, 𝐸(𝑖)𝑊𝑇

−1
∑
𝑗=−𝑁

𝑝(𝑖)𝑗 ⋅
ln 𝑝(𝑖)𝑗
𝑋𝑚𝑎𝑥

. (8)

3. Results and discussions

Oil is considered to be the benchmark of world economic activity. The price of crude oil reflects
such market properties as stability/volatility and liquidity.

The article examines the oil, gas and gasoline market. The most popular grades of oil are
Brent and West Texas Intermediate (WTI). For this purpose, daily values of Brent and WTI
brand oil indices, natural gas and gasoline for the period from January 2015 to September 2022
were used. All calculations were performed in Matlab. Calculation parameters: window width
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Figure 1: Comparative dynamics of oil (Brent and WTI) and gas indices.

Figure 2: Dynamics of the gasoline index.

100 points, step – 10 points. Calculations were made according to the official website Yahoo
Finance [28].

In figures 1, 2 shows the dynamics of indices. Arrows indicate the periods of 2020 (the
beginning of the coronavirus pandemic) and 2022 (the beginning of the war in Ukraine).

From figures 1, 2 we can note 2020 a drop in oil and gasoline indices. And in 2022, all indices
experienced a rapid decline. The situation regarding 2020 is quite obvious and understandable.
The announcement of the pandemic halted and slowed down economic activity. Demand for oil
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and gasoline fell.
The fall in 2022 is due to various factors, but in our opinion, the war in Ukraine should

be considered the main one. Although the events unfold on the territory of Ukraine, the
consequences are felt by almost all countries. European Union countries, Great Britain, the
USA, Turkey, etc. support Ukraine not only with military aid, but also with the introduction of
political and economic sanctions. Russia was a strong player in the oil and gas markets. The
introduction of sanctions, the refusal of Russian gas forces the market and all market participants
to quickly reorient themselves and reformat connections (e.g. increasing oil production in
Norway, expected deliveries from Nigeria and Venezuela).

The use of wavelet entropy is due to the illustrative nature of this indicator and its predictive
properties. The formation of three increasing entropy wavelet waves is a proven indicator-
precursor of crisis phenomena of various natures [29]. As soon as the third wave exceeded the
maximum of the second wave, it can be argued that the market is waiting for a crisis ahead.
The maximum of the third wave is a crisis itself. Therefore, the use of such an indicator allows
for predicting a crisis and having time to take measures that can mitigate the consequences
of the crisis. In addition, the wavelet transform provides a time-frequency representation of
the signal, which allows you to obtain additional information that is not reflected in the time
representation of the signal.

In figures 3–10 shows the results of wavelet entropy calculation for the gas, oil, and gasoline
markets.

Analysis of the energy surface of the wavelet coefficients (figure 3) allows us to draw conclu-
sions about the crisis situation in the gas market. On a small scale, there is a manifestation of
disturbance. In wavelet analysis, small scales correspond to high frequencies.

Figure 4 shows the dynamics of wavelet entropy. We observe the formation of three waves
in a neighborhood of 1750-2000 points, which is an indicator of the crisis. This crisis is the

Figure 3: Wavelet coefficient energy for gas index.
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Figure 4: Wavelet entropy and dynamics of the gas index.

Figure 5: Wavelet coefficient energy for oil Brent index.

market’s reaction to Russia’s refusal to supply natural gas to Europe and the introduction of
sanctions.

In figures 5, 6 shows the results of calculations for Brent oil, and figures 7, 8 – for WTI oil.
The energy of the wavelet coefficients shows a different situation for these two oil brands.

This can be explained by the fact that Brent oil is traded on the markets of Europe and Asia,
while WTI oil is traded on the US markets. But for the current time, the situation for these
two brands of oil is similar. We see the formation of stable three waves, which indicates a
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Figure 6: Wavelet entropy and dynamics of the oil Brent index.

Figure 7: Wavelet coefficient energy for oil WTI index.

crisis. What is happening in the oil market? It can be seen that the price of Brent and WTI oil
benchmarks continue to fall. In our opinion, this is related to the war in Ukraine and the risk
of recession. The European Union in the eighth package of anti-Russian sanctions “included
a ceiling” on oil prices. In addition, the EU plans to ban sea imports of crude and refined oil
from Russia. In response to the EU sanctions, Russia decided to reduce oil production by 3
million barrels per day, arguing that this is a lever to increase oil prices on the market. For
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Figure 8: Wavelet entropy and dynamics of the oil WTI index.

Russia, the imposition of sanctions is a blow, as this is a budget-forming article (about 40%
of budget revenues are in the form of taxes on hydrocarbon exports, and direct and indirect
revenues related to this export make up to 60%). That is, the consequence of the introduction
of sanctions will be a reduction in revenues from oil and gas. That is, it is precisely in this
sector that Russia’s “Achilles’ heel” is, but the refusal of Saudi Arabia and other large Middle
Eastern players to replace the Russian share of the oil market leads to fluctuations in its price,
which in some way neutralizes the measures of the EU and the US countries regarding the oil
embargo against Russia. They are trying to regulate the oil market. Thus, OPEC+’s decision is
to reduce oil production by 2 million barrels per day, which should lead to an increase in oil
prices. However, such a decision by OPEC+ has a reverse side. In particular, the United States
began selling oil from reserves.

So, according to the results of the calculations, it can be stated that the oil and gas market is
in a state of crisis, which was formed as a result of the war in Ukraine and the efforts of the
main players to carry out its transformation, blocking Russia and reducing its influence on the
world market. One such move by the global anti-Putin coalition (producing countries account
for 60% of global GDP) is the declared creation of a buyers’ cartel that has set a “price ceiling”
for Russian oil and oil products. Even if India and China do not join the “price ceiling”, the path
of Russian oil to the world market will be difficult in December 2022, as the EU, Switzerland and
Great Britain will not only ban their factories and traders from buying it, but will also introduce
sanctions on insurance, financing and ship freight, which will lead to the need for Russia not
only to look for new sales markets, but also to build alternative supply chains to the world
market from scratch.

In figures 9, 10 shows calculations for the gasoline market. Gasoline is a derivative of oil.
Therefore, the behavior of the gasoline market should be similar to the behavior of the oil
market. If oil becomes cheaper, then the price of gasoline should also fall.
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Figure 9: Wavelet coefficient energy for gasoline index.

Figure 10: Wavelet entropy and dynamics of the gasoline index.

Comparing figure 9 from figure 5 and figure 7, we see that the energy surface for the gasoline
market differs from the energy surfaces for oil. As you can see, the gasoline market is not stable.
But starting from around the point of 1800, which corresponds to the year 2022 (figure 10), we
observe the appearance of a triad of growing waves. And from this period, the behavior of the
gasoline market becomes similar to the oil and gas market. And we state the crisis state of the
market. What is the impact of the war in Ukraine? The world market of oil, oil products, and
gas is being reformatted, and connections are changing. Ukrainian markets are also undergoing
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transformation, reorienting themselves towards the EU. It is obvious that the change of players
in the market (both strong and not so) leads to instability, problematic issues of redistribution
of resources.

The foreign exchange market is an important component of the financial market. Model-
ing and analysis of the currency market will allow an understanding of the economic and
organizational relations between the participants.

In figure 11 shows the comparative dynamics of currency pairs EUR/USD and GBP/USD.
These currency pairs are the most traded, which influenced the selection for the study.

Figure 11: Comparative dynamics of indices of currency pairs EUR/USD and GBP/USD.

Figure 11 shows the sharp decline of currency pair indices in 2020. As for 2022, there is a
drop in indices, but it is not of a rapid nature.

Applying the wavelet entropy method to the currency market allows you to get an answer
to the question of the existence of a crisis in it. For both currency pairs, the formation of
three waves, which is an indicator-precursor of the crisis phenomenon, was observed during
2015-2017 (within points 50-520, see figures 13, 15). The same situation is observed for the
currency pair GBP/USD during the pandemic period (figure 15). The current situation for both
currency pairs is marked by a gradual drop in the index values. The reasons for the subsidence
may be the war in Ukraine, sanctions against Russia, the dependence of European states on
Russian gas supplies, the political crisis in the EU regarding the support of sanctions and aid to
Ukraine. The euro is the base currency, but it is also a tool for speculation.

Therefore, the simulation results indicate the absence of a crisis state at the time of the study.
This market needs further monitoring, as the next wave is still in the process of formation.
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Figure 12: Wavelet coefficient energy for the currency pair EUR/USD.

Figure 13: Wavelet entropy and dynamics of the currency pair EUR/USD.

4. Conclusion

In summation, the utilization of the wavelet entropy method for modeling and analyzing the
oil, gas, oil products, and foreign exchange markets unveils the war in Ukraine as a potent
force driving extant or emerging crisis phenomena within these domains. The wavelet entropy
models distinctly underscore a crisis presence in the oil, gas, and gasoline markets. Concurrently,
the primary currency pairs within the foreign exchange market exhibit a gradual yet protracted
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Figure 14: Wavelet coefficient energy for the currency pair GBP/USD.

Figure 15: Wavelet entropy and dynamics of the currency pair GBP/USD.

decline. Notably, the intricacies of the currency market necessitate continuous vigilance, and
the employment of the wavelet entropy method for its modeling holds promise in preemptively
flagging crisis states.

These findings harmonize with existing conclusions, such as the heterogeneous impact of
the oil market on diverse financial assets, peaking during the Ukraine conflict, and the greater
susceptibility of globalized markets to its ramifications. The realm of globalization within the
world economic landscape, while conferring advantages, is fraught with inherent perils. Today,
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these threats reverberate within the energy sectors, spanning oil, gas, and related commodities.
The war ignited by Russia in Ukraine—amanifestation of its aspirations for supremacy, territorial
aggrandizement, and fear of relinquishing its standing—compels the global community to
reevaluate the architecture, interconnections, and dynamics of globalization within the world
economic tapestry.

In essence, the research underscores that crises—whether triggered by political strife, military
engagements, or global pandemics—resonate across financial markets and globalization’s intri-
cate fabric, demanding a holistic comprehension fostered by interdisciplinary methodologies.
The wavelet entropy method, by detecting the foreboding ripples of crisis at early junctures,
emerges as an indispensable tool for anticipating and navigating the complex intersections of
financial markets, globalization processes, and geopolitical convulsions. The war in Ukraine,
emblematic of contemporary geopolitical tensions, serves as a poignant illustration of the
profound reverberations that crises can engender, catalyzing a transformative reevaluation of
economic interconnectedness and collective security in a rapidly evolving world.
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Nonlinear dynamics of electric vehicle sales in China:
a fractal analysis⋆

Serhii Kurkula, Nataliia Maksyshko, Dmytro Ocheretin and Serhii Cheverda

Zaporizhzhia National University, 66 Zhukovskogo Str., Zaporizhzhia, 69600, Ukraine

Abstract
Electric vehicles (EVs) are rapidly growing in the global automobile market, especially in China, which
accounted for 45% of EV sales in 2020. However, forecasting the sales of EVs is challenging due to the
complex and nonlinear nature of the market dynamics. In this paper, we apply three methods of nonlinear
analysis to investigate the properties of the monthly sales volumes of the leading EV manufacturers in
China from January 2016 to June 2022. The methods are: the Hurst normalized range method, phase
analysis, and recurrence plots. We use the R software environment to perform the calculations and
visualize the results. We find that the sales dynamics exhibit fractal features, trend stability, long-term
memory, cyclicity, quasi-cycles, and determinism. These findings can inform the selection of relevant
forecasting methods and their parameters for the EV market in China.

Keywords
electric vehicles, China, nonlinear dynamics, fractal analysis, phase analysis, recurrence plots, Hurst
exponent

1. Introduction

Transportation is one of the major consumers of energy and a significant source of greenhouse
gas emissions. To reduce the dependence on fossil fuels and mitigate the environmental impact,
many developed countries have been promoting the adoption of electric vehicles (EVs) as a
cleaner and more efficient alternative. EVs are vehicles that use electric motors powered by
batteries or fuel cells, instead of internal combustion engines. EVs have been gaining popularity
in the global automobile market, especially in China, which is the largest and fastest-growing
EV market in the world.
The main drivers for the increasing demand for EVs can be classified into three categories.

The first category is legislative factors, such as subsidies, discounts, free parking, free charging,
and other incentives offered by governments to encourage EV purchases. The second category is
environmental factors, such as the awareness of the negative effects of carbon dioxide emissions
and the social responsibility of consumers to choose eco-friendly vehicles. The third category
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is energy security factors, such as the volatility of oil and gasoline prices and the vulnerability
of supply chains. In contrast, electricity generation is more diversified and less dependent on
external factors.
The competition in the EV market has stimulated the development of new technologies,

enterprises, business models, and markets. The global EV market is still in its formative stage,
with a large amount of investments in EV production and infrastructure. The decisions made
during this period will shape the future architecture of the global market, from educational
and production standards, urban infrastructure design, to new business models and market
regulation conditions.

The EV market is an important and dynamic object of study, as it has significant implications
for the global economy and the individual countries. According to Bloomberg rating agency
estimates, EV sales will account for two-thirds of the global automobile market by 2040 [2].
Therefore, it is essential to understand the nature and dynamics of the EV market.

The global EV market is evolving, so it is necessary to determine the models for its evolution.
Based on the statistical analysis of the EV market, it can be observed that China is the dominant
player in EV sales and market penetration. In particular, in 2013, China achieved phenomenal
growth in vehicle sales in the segment of battery electric vehicles (BEV) and plug-in hybrid
vehicles (PHEV). For six consecutive years from 2012 to 2017, the annual growth rate of the
market volume was at least 45 per cent [3]. And in 2020, according to the International Energy
Agency [4], the Chinese market accounted for almost 45 per cent of global sales. Thus, the
study of the development dynamics of the EV market in China is necessary as a basis for further
research in the markets of other countries.

2. Related works

Zhang et al. [5] presents Singular Spectral Analysis (SSA) as a one-dimensional time series
model and Vector Autoregressive Model (VAR) as a multivariate model that displays the sales
volume of automobiles with electric and hybrid engines in China. Empirical calculation results
show that SSA satisfactorily indicates the market trend. The VAR model, which contains
exogenous parameters related to the market, according to the authors, can significantly improve
the accuracy of the results when used to build forecasts.
The price of charging the automobile is important for owners during its operation. Zhang

et al. [6] proposes a pricing model for public-private partnership projects of automobile charging
infrastructure in China, which is based on the use of the system dynamics (SD) method. In
paper [7], based on predictive data on the number of automobiles, a simulation of the spread of
electric vehicles is presented using the example of France and Germany.
Articles [8, 9] are devoted to predicting the dynamics of the distribution of electric vehicles

within the European Union. For this, logistic models are used, in particular, the logistic and
Bass diffusion model [8], which is used in [9] to predict the number of cars used in Beijing.

An overview of the methods that are used to predict the penetration of electric vehicles into
the passenger vehicle market is presented in [10]. Two groups of models are distinguished:
econometric models with disaggregated data (such as discrete choice) and simulation models
based on agents. Some methods have been found to have a stronger methodological basis, while
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others require complex datasets or can be more flexibly combined with other methods. Despite
the absence of a dominant method, Jochem et al. [10] justify the advantage of hybrid approaches
and managed data that take into account micro and macro aspects, which allows obtaining
more accurate results.
In [11], using a logistic growth model, a long-term forecast of stocks of electric vehicles in

26 countries on five continents is provided. The findings show that in 2032, 30 per cent of
the global vehicle fleet will be electric vehicles. However, the results obtained by the authors
also demonstrate significant differences between countries, which may be due to differences in
government support.
Electric vehicle sales are influenced by many factors (especially in China) and there are not

many sales forecasting models available. In particular, Wan et al. [12] used decomposition and
integration procedures based on the TEI@I methodology. So, in the forecasting model, principal
component regression analysis (PCR) was used to work with a linear relationship. Then a
BP neural network and a support vector machine (SVM) were used to work with non-linear
dependence. In the last step, all models were integrated together. The Granger causality test
and the degree of gray correlation are used to quantify the factors that affect EV sales through
consumer network data analysis. On the example of two automobile models, it was found that
the PCR-BP models and the PCR-SVM models have better predictive performance than one
model. According to the authors, this approach is more suitable for making decisions about
forecasting markets for similar products.

Dingab and Li [13] proposes to use the modified gray model as a promising tool for predicting
sales of electric vehicles.

The use of different approaches to forecasting the sales of electric vehicles indicates that the
quality of the results is not satisfactory. A common feature of almost all almost all forecasting
methods that are presented in the review is that they provide for the subordination of volume
dynamics to a linear paradigm. However, today it is a recognized fact that the dynamics of
most markets does not obey the law of normal distribution, and therefore their modeling by
traditional methods leads to significantly unsatisfactory results. The linear paradigm has been
replaced by a nonlinear paradigm [14, 15], which is based on the recognition of the fractal
nature of the market and is actively developed for analysis and modeling [16, 17, 18, 19]. This
statement is based on such features of time series (TS) of indicators characterizing financial
markets: the lack of independence of levels, the presence of long-term memory, and others
[20, 21, 22, 23]. The use of statistical methods for their research and further forecasting (as the
ultimate goal of the analysis) turns out to be inadequate. Therefore, there is a need to use new,
different from statistical, methods of analysis.
The purpose of this research is to diagnose the nature and properties of the dynamics of

sales of electric vehicles in the Chinese market using non-linear analysis tools for further use in
choosing a relevant forecasting method.

3. Materials

The object of analysis of this research is the sales volumes of cars, which are contained in the
reports of the China Association of Automobile Manufacturers [24] and published by the online
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publication “Chinese Cars” [25].
An analysis of the structure of the electric vehicle market in China revealed that in the period

from January 2016 to June 2022, 37.5 per cent of the electric vehicle market belongs to five
automakers, namely: BYD, Mercedes-Benz, Roewe, Geely, Chery. Most of these companies are
representatives of the Chinese automotive industry, which is due, in particular, to state support
for manufacturers of this type of transport [26]. Let’s characterize these companies in more
detail.
BYD is the only automobile manufacturer that has mastered batteries, electric motors, and

vehicle control technologies. BYD was founded in 1995 as a pioneer in the battery technology
industry. Its stated goal is to change the world by creating a complete zero-emission ecosystem
that runs on clean energy and reduces dependence on oil. BYD’s innovative products are leaders
in many sectors, including battery electric vehicles, buses, medium and heavy duty trucks and
forklifts. In 2003, the company entered the automotive business, and in 2005, the first BYD
brand automobile went on sale [27]. The company holds 16 per cent of the electric vehicle
market in China.
Mercedes-Benz is a world-famous automaker that in recent years has been investing more

resources in its advanced research and design capabilities in China as the new center of gravity
for the auto industry [28]. The company holds 9 per cent of the electric vehicle market in China.

Roewe is owned by the Shanghai Automotive Industry Corporation (SAIC) and is one of the
few Chinese luxury brands that actually manufacture modernized copies of older Rover models
[29]. The company holds 6 per cent of the electric vehicle market in China.
Geely Auto Group is a leading automobile manufacturer that was founded in 1997 as a

subsidiary of ZhejiangGeelyHoldingGroup. For the past five years, the company hasmaintained
its position as the best-selling Chinese brand [30]. The company holds 4 per cent of the electric
vehicle market in China.

Chery was founded in 1997 under the patronage of state-owned companies and holdings,
as well as smaller investors. In 2006, Ukraine was one of the first countries to introduce the
assembly of automobiles of this brand outside China. In 2012, in pursuit of a globalization
strategy, Chery and Jaguar Land Rover Motors jointly invested in the establishment of Chery
Jaguar Land Rover Motors Co., Ltd., which is China’s first Sino-British automobile joint venture
[31]. The company holds 3 per cent of the electric vehicle market in China.
Thus, we will analyze the nature of the dynamics of the behavior of agents of the electric

car market in China on the basis of time series (TS) of monthly sales volumes of automobile
companies (manufacturers) BYD, Chery, Geely, Mercedes-Benz and Roewe. These automakers
were selected based on the fact that they are among the top 9 most popular electric mobile
brands in terms of sales for the period from January 2016 to June 2022 [25] and have sufficient
data for analysis for this period. When analyzing the dynamics, we will identify the sales
volumes of electric vehicles with the volume of demand for them.

4. Methodology

To identify the nonlinear (chaotic) behavior of economic data, various methods of time series
analysis are used [32]. In particular, tests for deterministic chaos have been developed for this

209



purpose, which allow one to study the main features of chaotic phenomena: nonlinearity, a
fractal attractor, and sensitivity to initial conditions.
In this research, to diagnose the nature and properties of the dynamics of sales of electric

vehicles in the Chinese market, we will use three tools for analyzing nonlinear dynamics,
namely: traditional R/S-analysis – the Hurst normalized range method, phase analysis and
recurrence analysis.
For the purpose of a general assessment of the fractal properties of time series, we use the

Hurst normalized range algorithm for analysis [14]. It is known that if the system gives the
Hurst statistics for a sufficiently long period, then this indicates the result of interrelated events.
As is known, a measure of the mutual connection of events is the correlation coefficient. The
influence of the present on the future can be represented by the following correlation:

𝐶 = 22𝐻−1 − 1, (1)

where 𝐶 – measure of correlation,
𝐻 – Hurst exponent.
The range of the Hurst exponent (𝐻) is the interval [0; 1]. The indicator value allows

classifying all time series into three groups:

1) 𝐻 = 0,5;
2) 0 ≤ 𝐻 < 0,5;
3) 0,5 < 𝐻 ≤ 1.

The value 𝐻 = 0,5 indicates a random time series: the events are random and not correlated
(𝐶 = 0 according to (1)). The present does not affect the future.

If 𝐻 ∈ (0,5; 1], then the considered time series is persistent or trend-resistant and is charac-
terized by the effect of long-term memory. Events are the more correlated, the closer the value
is to 1 (correspondingly, 𝐶 also approaches 1 or 100 per cent correlation according to (1)).
The value 𝐻 ∈ [0; 0,5) corresponds to antipersistent or ergodic time series. In a loose

definition, antipersistence means reverting to the mean or, in other terminology, reversing
(alternating positive and negative increments) more often than in a random process. Thus,
the Hurst exponent (𝐻) is decisive in diagnosing the nature of the development of a system or
process.

To check the validity of the results on the presence of long-term memory based on the value
of the Hurst exponent (𝐻), we will use a test for random mixing of the levels of the time series.

Phase analysis is one of the effective methods for obtaining information about the nature of
the dynamics of the system under consideration [16]. To the time series (𝑋 = (𝑥(𝑡), 𝑡 = 1, 𝑛))
that characterizes the dynamics of demand in the market of electric vehicles, we will apply such
a presentation method, which can be used to return from the observed state of the system to its
previous state. This “return” is implemented by the method of time delays and is produced by
constructing a phase trajectory (phase portrait) of dimension 𝜌:

Φ𝜌(𝑋) = {(𝑥(𝑡), 𝑥(𝑡 + 1), ..., 𝑥(𝑡 + 𝜌 − 1)), 𝑡 = 1, 𝑛}, (2)

which is a set of points called “𝜌-history”. For any time series, the list of all its M-histories
determines the corresponding set of points in the pseudo-phase (or lag) space. In this case, when
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using the terms “phase portrait” or “phase trajectory” it means that the neighboring points of
the set (2) are connected by segments of a straight or curved line for clarity.
Thus, the graphic representation of the system on the phase plane (or in the phase space),

along the coordinate axes of which the values of the variables of the system (TS levels) are
plotted, is called the phase portrait of the system. The behavior of phase points in time, which is
described by the phase trajectory and the set of such phase trajectories for any initial conditions
form a phase portrait. A phase portrait is a mathematical method for representing the behavior
of a system and a geometric representation of individual movements, and also displays the
state of equilibrium, periodic and chaotic movement of a phase point, the logic of the system’s
behavior and its dependence on external and internal influences.

Objective information about the nature of the behavior of a dynamic process can be obtained
by observing the time series 𝑋, based on the Takens theorem [33]: if the system generating the
time series is 𝑚-dimensional and inequality 𝜌 ≥ 2𝑚 + 1 is satisfied, then in the general case,
phase trajectories reflect the dynamics of the system under study. There is a dipheomorphism
between the phase trajectories and the true data generated by the system. This result allows
one to draw conclusions about the behavior of the system based on observational data, and,
moreover, to obtain information to predict this behavior.
Analysis of the phase portrait makes it possible to determine the type and characteristic

features of the dynamics of a particular system. To deepen such an analysis, Eckmann et al.
[34] proposed in 1987 a new diagnostic tool, the recurrence plot.

The recurrence plot is a projection of the 𝜌-dimensional pseudo-phase space onto the surface.
Let point 𝑥𝑖-correspond to the point of the phase trajectory (2), which describes a dynamical
system in 𝑚-dimensional space at times 𝑡 = 𝑖, for 𝑖 = 1, ..., 𝑛. Then the recurrence plot is an
array of points, where non-zero elements with coordinates (𝑖, 𝑗) correspond to the case when
the distance between 𝑥𝑖 and 𝑥𝑗 is less then 𝛾:

𝑅𝑃𝑖,𝑗 = 𝜃 (𝛾 − ‖𝑥𝑖 − 𝑥𝑗‖) ,
𝑥𝑖, 𝑥𝑗 ∈ 𝑅𝑚, 𝑖, 𝑗 = 1, ..., 𝑛, (3)

where 𝛾 – size of the point 𝑥𝑖,
‖𝑥𝑖 − 𝑥𝑗‖ – distance between points,
𝜃(⋅) – Heaviside function.
For the practical reconstruction of the attractor for a given time series, it is necessary to

determine the values of the parameters: 𝜌 – the embedding dimension of the time series, 𝑑 –
the time lag of the time series [35].

To determine the time lag of the time series, the function (𝑆) – the adjusted mutual information
function (AMI) was used for the time series under research, which takes into account non-linear
correlations [36]:

𝑆 = −∑
𝑖𝑗
𝑝𝑖𝑗(Φ𝜌(𝑋)) ⋅ ln

𝑝𝑖𝑗(Φ𝜌(𝑋))
𝑝𝑖𝑝𝑗

, (4)

where 𝑝𝑖𝑗(Φ𝜌(𝑋)) – joint probability that an observation falls into the 𝑖-th interval and the
observation time 𝑑 later falls into the 𝑗-th;
𝑝𝑖 – the probability to find a time series value in the 𝑖-th interval;
𝑝𝑗 – the probability to find a time series value in the 𝑗-th interval.
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To calculate the optimal time lag of the time series (𝑑), we will use the tseriesChaos library of
the R environment.

To determine the embedding dimension of the time series, the false nearest neighbor method
given in [37] was used. This method is based on the assumption that at the next iterations the
neighboring points of the phase trajectory remain sufficiently close. But if the nearest points
move away from one another, then they are called false nearest neighbors. The task of the
method is to choose such a dimension of the time series (𝜌), in which the proportion of points
that have false neighbors is minimized.
Based on the calculated parameters of the embedding dimension and time lag, recurrence

diagrams of time series are built. The analysis of the statistical characteristics of the recurrence
diagram makes it possible to determine the measures of complexity of the structure of the
recurrence diagrams [38]:

• percent recurrence (%REC),
• percent determinism (%DET),
• average (ADL) and maximum (MDL) diagonal lines lengths of the recurrence diagram.

The construction and determination of the statistical characteristics of recurrence diagrams
will be implemented in the R environment using the tseriesChaos and nonlinearTseries libraries.

Based on the analysis of the statistical characteristics of the recurrence diagram, it is possible
to determine the presence of homogeneous processes with independent random values; pro-
cesses with slowly changing parameters; periodic and oscillating processes that correspond to
nonlinear systems. Thus, the analysis of the recurrence surface makes it possible to evaluate
the characteristics of a non-linear object on relatively short time series, which makes it possible
to make prompt decisions regarding the control of the object.

5. Results

The analysis of the behavior of Chinese electric automobiles market agents was carried out on
the basis of monthly sales data from January 2016 to June 2022 of five automobile companies
(BYD, Chery, Geely, Mercedes-Benz, Roewe) (figure 1).

Time series of sales of electric vehicles in the Chinese market denoted by 𝑋𝑘 = (𝑥(𝑡), 𝑡 =
1, 𝑛), 𝑘 = 1, 5where 𝑛 is the length of the time series, 𝑘 is the index assigned to the corresponding
manufacturer (in order of priority): BYD, Chery, Geely, Mercedes-Benz, Roewe.

Table 1 shows the results of the Hurst exponent calculations (𝐻) for these time series and the
value of the Hurst exponent (𝐻𝑚𝑖𝑥𝑖𝑛𝑔) obtained after applying the mixing test.

According to table 1, we can conclude that all time series of sales volumes (demand for
electric automobiles) of all manufacturers have signs of persistence, that is, they have a long-
term memory. This is evidenced by the following:

a) the value of the Hurst exponents for all time series are in the interval 𝐻 ∈ [0, 817; 0, 873],
which corresponds to the area of black noise;

b) the results of the mixing test (𝐻𝑚𝑖𝑥𝑖𝑛𝑔 ∈ [0, 546; 0, 597]) confirm the significance of the time
series structure: its violations lead to the complete destruction of the trace of long-term
memory.
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Figure 1: Number of sales of electric vehicles in the Chinese market from January 2016 to June 2022.

Table 1
The value of the Hurst exponent for the series of dynamics of sales volumes of electric automobiles of
manufacturing companies for the period from January 2016 to June 2022.

Manufacturer (TS) 𝐻 𝐻𝑚𝑖𝑥𝑖𝑛𝑔
BYD (𝑋1) 0,84655 0,56659
Chery (𝑋2) 0,82696 0,58156
Geely (𝑋3) 0,81668 0,57214
Mercedes-Benz (𝑋4) 0,86762 0,54563
Roewe (𝑋5) 0,87330 0,59666

The presence of significant Hurst statistics for the time series of sales of electric vehicles is
explained by the following reasoning.
The change in the volume of demand for electric vehicles is based on an increase in the

overall demand for vehicles, the perception of buyers of a certain expediency to follow the trend
in energy security (increased charging stations), legislative incentives and social responsibility
(concern for the environment). The demand for electric vehicles is partly determined by funda-
mental information such as the state of the energy market, public discussion of environmental
issues, current economic circumstances, expectations, and so on. This information is often
useful in making decisions when purchasing a type of vehicle. Of great importance in this
belongs to the marketing activities of manufacturing companies, the volume and quality of
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their offers on the market. Another important component of demand volumes is the extent
to which buyers are able to pay for a new and usually more expensive product (an electric
car). This “sensory component” is also analyzed, and as a result, a certain range of demand
volume is formed around the existing one. This combination of information and thoughts
results in displacement of volumes. If buyers see that the trend is in line with their positive
expectations for a particular electric vehicle, they start buying like others. Yesterday’s activity
has an impact on today – the market remains mindful of yesterday’s trend. The bias will change
when demand reaches the upper limit of some actual value. At this point, the offset will change.
The interesting thing is that the “range” of demand does not remain constant, but changes.
New information regarding a particular electric vehicle (innovations and shortcomings) or the
market as a whole can change this range and cause a sharp increase in sales volumes of the
manufacturer (in particular, the introduction of breakthrough innovations) or a negative turn in
the market situation, or for an individual seller (in particular, in case of deficiencies, and so on).

Let’s proceed to the consideration of the results of the phase analysis of time series𝑋𝑘, 𝑘 = 1, 5
of sales of electric vehicles in the Chinese market. Figure 2 shows phase portraits in a two-
dimensional pseudo-phase (lag) space Φ2(𝑋𝑘) = {(𝑥(𝑡), 𝑥(𝑡 + 1))}, 𝑘 = 1, 5.
A more detailed analysis of phase portraits makes it possible to identify the following indi-

vidual features.
In the dynamics of sales of the automobile company BYD (figure 2a)), at the beginning of

the observation period for the first 5 years (from January 2016 to February 2021), almost stable
quasi-cycles of length 7 were observed, which indicates the presence of long-term memory
in them (confirmed by the value 𝐻 ≈ 0,85). However, since February 2021, the dynamics has
changed dramatically in the direction of increasing sales volumes and almost no cyclicity when
moving along the bisector of the coordinate angle. This indicates an increase in the memory
depth of the time series.
The dynamics of sales of automobile companies Chery and Gelly (figure 2b), c)) are charac-

terized by shorter quasi-cycles (length 4 or 5), and there is an increase in the amplitude of these
quasi-cycles in the final interval of the time series (from February 2021 to June 2022), but no
significant movement along the bisector of the coordinate angle is observed. The dynamics is
characterized by less trend resistance, which is confirmed by the values 𝐻 ≈ 0,83) and 𝐻 ≈ 0,82)
for the respective manufacturers.
The dynamics of sales of automobile companies Mercedes-Benz and Roewe (figure 2d), e))

is characterized by the presence of the longest quasi-cycles (length 9), their slow movement
along the bisector of the coordinate angle (increase in volumes) and an increase in amplitude.
This is evidence that the dynamics of sales volumes of these manufacturers is characterized by
the greatest trend resistance (confirmed by the value of the Hurst exponent 𝐻 ≈ 0,87) for both
companies).
Thus, the analysis of phase portraits Φ2(𝑋𝑘) in a two-dimensional pseudo-phase (lag) space

makes it possible to identify the characteristic features of the dynamics of sales volumes of each
agent in the Chinese electric car market.
At the first stage, using the tseriesChaos library of the R environment, the values of the

embedding dimension (𝜌) and the time lag (𝑑) of the considered time series were calculated
(table 2).

At the second stage, using the tseriesChaos and nonlinearTseries libraries in the R environ-

214



(a)
(b)

(c) (d)

(e)

Figure 2: Phase portraits in a two-dimensional pseudo-phase space Φ2(𝑋𝑘) = {(𝑥(𝑡), 𝑥(𝑡 + 1))}, 𝑘 = 1, 5
for time series 𝑋𝑘, 𝑘 = 1, 5 from January 2016 to June 2022: a) BYD, b) Chery, c) Gelly, d) Mercedes-Benz,
e) Roewe.
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Table 2
The value of the embedding dimension (𝜌) and time lag (𝑑) for the series of dynamics of sales volumes
of electric automobiles of manufacturing companies for the period from January 2016 to June 2022.

Manufacturer (TS) The embedding dimension (𝜌) The time lag (𝑑)
BYD (𝑋1) 5 9
Chery (𝑋2) 4 3
Geely (𝑋3) 4 3
Mercedes-Benz (𝑋4) 4 1
Roewe (𝑋5) 6 2

Table 3
Statistical characteristics of recurrence plots of electric automobiles sales in China from January 2016 to
June 2022.

Manufacturer (TS) %REC %DET ADL MDL
BYD (𝑋1) 2,381 100 0 42
Chery (𝑋2) 1,429 100 0 70
Geely (𝑋3) 1,429 100 0 70
Mercedes-Benz (𝑋4) 1,333 100 0 75
Roewe (𝑋5) 1,471 100 0 68

ment, recurrence plots were constructed (figure 3a)-f)) and their statistical characteristics were
determined (table 3).
The topology of the recurrence plots for electric automobiles sales in China shows abrupt

changes in the dynamics of the system that generates the time series and causes white areas
or bands to appear. On the recurrence plots, there is a gradual change in the parameters of
the behavior of the agents of the automobile market, and there is also a drift of the attractor
(white lower and upper corners of the diagram, crosses). The absence of short diagonal stripes
on the recurrence plots indicates the absence of a stochastic process and the non-return of the
trajectory to the same region of the phase space in different time periods.

The determinism of the behavior of companies in the automobile market is confirmed by the
calculated statistical characteristics of recurrence plots, which are shown in table 3.
The value of the %REC indicator for all time series falls within the interval from 1% to 5%,

which indicates the regular behavior of the time series.
The measure of determinism (%DET) of the recurrence plot characterizes the level of system

predictability. Diagonal structures show the time during which a segment of the trajectory
comes very close to another segment of the trajectory. For all five recurrence plots, the level of
predictability is 100%. Note that this measure does not determine the real determinism of the
process.
The average diagonal lines lengths (ADL) characterizes the average time during which

two sections of the trajectory pass close to each other, and can be considered as the average
predictability time of the system. An interesting fact is that, according to the calculation results,
the smallest average predictability time of time series is 0.
The maximum diagonal lines lengths (MDL) characterizes the length of the trend. The

shortest trend is in the BYD time series (42 points), and the longest is in Mercedes-Benz (75
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Figure 3: Recurrence plots of electric automobiles sales in China from January 2016 to June 2022:
a) BYD, b) Chery, c) Gelly, d) Mercedes-Benz, e) Roewe.

points).
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6. Conclusion

This paper presents a nonlinear analysis of the sales dynamics of electric automobiles in the
Chinese market, which is the largest and fastest-growing EV market in the world.
The data used for the analysis are the monthly sales volumes of five EV manufacturers in

China: BYD, Chery, Geely, Mercedes-Benz and Roewe, from January 2016 to June 2022.
The paper employs three methods of nonlinear dynamics: the traditional R/S-analysis, the

phase analysis, and the recurrence plots.
The R/S-analysis reveals the trend stability and the long-term memory of the sales time series,

indicating their nonlinear (fractal) nature. This implies that the classical forecasting methods
are not suitable and may lead to poor results. The forecasting methods and their parameters
should consider the long-term memory and its features.
The fractal analysis based on the R/S-analysis, however, only provides qualitative insights

into the properties of the EV market and the trend stability of each time series. The quantitative
characteristics obtained by this method are averaged over the entire series. Therefore, to obtain
more differentiated characteristics of the memory, it is promising to apply fractal analysis
methods based on the sequential R/S analysis algorithm [16].

The phase analysis in a two-dimensional phase space allows to identify the cyclicity and the
attractors (quasi-cycles) of the sales dynamics for each EV manufacturer. The results provide a
basis for further research on the features of the dynamics by decomposing the phase portrait
into quasicycles, determining their characteristics, and analyzing the dynamics of their sizes
and centers.

The recurrence plots in 𝜌-dimensional phase space and their topological analysis confirm the
attractor drift for all EV manufacturers. A gradual change in the behavior parameters of each
manufacturer is also detected.
The quantitative analysis of recurrence plots based on the complexity measures of their

structure (such as %REC and %DET) confirms the fractal (deterministic) nature of the sales
dynamics of EVs in China. It should be noted that the data used for this study are short
time series, which may affect the possibilities, features, and results of applying these methods.
However, their application – separately or in combination – enables to gain new knowledge
about the characteristics of the dynamics in a new and rapidly developing market with global
implications – the EV market.

The results of this study can be used to select relevant forecasting methods and their parame-
ters for the EV market in China.
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Abstract
Sustainable development of ecological, economic and socio-humanitarian systems is a crucial challenge
in the modern world of instability and crises. To address this challenge, integrated models based
on mathematical methods, models and innovative technologies are needed to manage and predict
the nonlinear dynamics of these systems. Moreover, these models should incorporate humanitarian
and cognitive variables that affect the behavior and decision-making of the system agents. In this
paper, we present and develop a cognitive approach to modeling sustainable development of complex
technogenic production systems in the innovation economy. We propose an integration model of
sustainable development as a family of models for creating integrated information systems of ecological,
economic and socio-humanitarian management of various social and organizational systems, especially
economic objects of anthropogenic nature. We also present a cognitive model of nonlinear system
dynamics that takes into account the dynamics of the humanitarian component with management in
general. Furthermore, we introduce a model of innovation capital dynamics for the eco-economic and
socio-humanitarian system (EESHS), as innovation capital is broader than intellectual capital by its
nature and content. We derive an extended integral model of nonlinear stochastic dynamics of EESHS in
the innovation space. The theoretical foundations and paradigms of our research are based on: systems
of type “X”, integral models and the problem of sustainable development, models such as “NMSSD” and
systems such as “SEEHS”, convergent technologies “NBIC” and “NBIC⊕SG”.

Keywords
sustainable development, complex technogenic system, cognitive factor, innovation economy, knowledge-
intensive enterprise, Industry 4.0, convergence, stochastic, human capital

1. Introduction

Sustainable development is defined as “development that meets the needs of the present without
compromising the ability of future generations to meet their own needs” [2]. It is a multidimen-
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sional concept that encompasses ecological [3], economic [4] and socio-humanitarian aspects
[5, 6]. Sustainable development aims to achieve a balance between environmental protection,
social equity and economic growth [7]. It is also a global challenge that requires collective
action and cooperation among all stakeholders.

The United Nations has adopted 17 Sustainable Development Goals (SDGs) as part of the
2030 Agenda for Sustainable Development, which sets out a 15-year plan to achieve them [7].
The SDGs cover various areas such as poverty eradication, health and well-being, education,
gender equality, clean energy, climate action, peace and justice. The SDGs are interrelated and
interdependent, meaning that progress in one area affects and depends on progress in other
areas. The SDGs also reflect the complexity and diversity of the world’s problems and solutions.
Currently, there is some progress in many areas, but in general, actions to implement the goals
have not yet reached the necessary pace and scale. These goals have also been adapted and
accepted for implementation in Ukraine [8].

One of the key challenges for achieving sustainable development is to understand and
manage the complex dynamics of ecological, economic and socio-humanitarian systems in the
modern conditions of instability and crises. These systems are characterized by nonlinearity,
uncertainty, feedback loops, emergent properties, self-organization and adaptation [9]. They
are also influenced by various factors such as technological innovations, human behavior,
social norms, cultural values, political decisions and environmental changes [10]. Therefore, to
effectively address the problems and opportunities related to sustainable development, integrated
models based on mathematical methods, models and innovative technologies are needed.

Moreover, these models should take into account not only the physical and material aspects
of the systems, but also the humanitarian and cognitive aspects that affect the behavior and
decision-making of the system agents. Humanitarian factors include ethical, moral, legal, social
and psychological dimensions that shape the attitudes, values and preferences of individuals and
groups [11]. Cognitive factors include mental processes such as perception, memory, learning,
reasoning, problem-solving and creativity that enable individuals and groups to acquire, process
and apply information [12]. These factors play an important role in determining the outcomes
and impacts of sustainable development initiatives.

In this paper, we present and develop a cognitive approach to modeling sustainable develop-
ment of complex technogenic production systems in the innovation economy. A technogenic
production system is a system that consists of human-made elements such as machines, tools,
materials, products and processes that interact with natural elements such as resources, energy
and environment to produce goods or services. An innovation economy is an economy that is
driven by technological innovations that create new products or services or improve existing
ones [13]. A cognitive approach is an approach that focuses on understanding how human
cognition influences or is influenced by system dynamics [14].

The main contributions of this paper are extension of the results presented earlier in [15, 16]:

• We propose an integration model of sustainable development as a family of models for
creating integrated information systems of ecological, economic and socio-humanitarian
management of various social and organizational systems.

• We present a cognitive model of nonlinear system dynamics that takes into account the
dynamics of the humanitarian component with management in general.

223



• We introduce a model of innovation capital dynamics for the eco-economic and socio-
humanitarian system (EESHS), as innovation capital is broader than intellectual capital
by its nature and content.

• We derive an extended integral model of nonlinear stochastic dynamics of EESHS in the
innovation space.

2. Results

Currently, the determining factors of a knowledge-intensive enterprise (KE) are not so much
production capacity, but rather knowledge, know-how, research and development.

The theory of production factors (PF) by the beginning of the 21st century became one of the
actual research directions, covering the methodology of economic analysis and management
of economic subjects. The main postulate of the theory of production factors is that the ratio
of external factors of production and the internal state of the economic entity determines its
strategic position in a complex and multidimensional market space, i.e. its organizational,
economic and structural sustainability [17, 18, 19, 20].

The main provisions of the modern theory of PF can be formulated as follows: organizational
and economic sustainability of the economic entity is determined by the ratio of available factors
of production and their effective management; competitive advantages of the economic entity
depend on the availability (including ownership) of strategic resources; effective management
of available factors of production is provided by organizational capabilities of KE; taking into
account cognitive, stochastic, humanitarian and “NOT-” factors.

A logical question arises: what properties should the factors of production have, so that the
innovative development of the KE could be effective, intensive and adaptive?

To answer this question, it is necessary to clarify the list of PF, which play a key role for the
sustainable functioning and development of KEs, to introduce the concept and give a definition
of cognitive factors of production; to develop a classification of cognitive factors of production,
etc.

To implement this task, we will use the system paradigm, analyze the known concepts of
PF and identify the main characteristics of cognitive production factors, which determine the
organizational and economic sustainability of KE1 (figure 1) [15].

Cognitive production factors (CPF). The analysis of the development of the theory of production
factors and the emergence of their new types shows that the composition and role of production
factors are most closely connected both with changes in production itself, and with the develop-
ment of economic science, identifying and explaining the emergence and purpose of certain
production factors by increasing opportunities for economic growth of knowledge-intensive
enterprise.

Thus, according to the theory of human capital (the term was introduced by G. Becker
[21, 22, 23]), the stock of knowledge, abilities and motivation embodied in a person contributes
to the growth of human productive power. Human resources are to a certain extent similar to
natural resources and physical capital, but in this interpretation they are divided into two parts.

1KE – knowledge-intensive enterprises of the high-tech sector of the economy. Knowledge-intensive enterprises (in
other words, high-tech enterprises – HE) are technological leaders in the national innovation economy.
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Figure 1: “Octagon” of basic assets/resources that support the sustainability and safety of the system.

The unit of “human capital” is not the worker himself, but his knowledge. However, this capital
does not exist outside of its bearer. And this is the fundamental difference between human
capital and physical capital – machines and equipment.

By its economic essence, human capital is closer to the intangible fixed assets of an enterprise.
According to the theory of human capital, investments in human beings are regarded as a source
of economic development, no less important than “ordinary” capital investments. This means
that an economic dimension is applied to a person.

The modern stage of KE development is characterized by qualitative changes in the types of
socially significant human activity: labor characteristic of an industrial society is replaced by
creativity in a post-industrial society. Machine technology gives way to “intellectual technology”.
As a result, knowledge and information become the leading factors of production, which leads
to a decrease in the role of material factors of production. Radical changes in production
relations have led to special requirements for the quality of human resources, highlighting their
intellectual component and making them an independent factor of production.

Let us introduce the concept of cognitive production factor (CPF) – it is an embodied in an
economic entity totality of knowledge, abilities, skills, which contribute to the growth of human
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productive power in the creation of an intellectual product demanded by the market.
The convergence of intellectual resources and information technology as a productive force

causes the emergence of new types of factors of production – cognitive production factors (CPF,
𝐶𝑓 ) – which means specific, difficult to imitate resources of an industrial enterprise to create a
product and added value, demanded by the market.

CPF are considered as a productive force arising from the convergence of human cognitive
abilities and information technology.

Cognition as a scientific-cognitive action, is moving to a new quality, providing relevant
knowledge for complex research. Artificial intelligence, neurocomputers, technologies of various
interfaces based on the use of the properties of the human brain [24, 25] – a fundamentally new
environment of human productive activity. The use of cognitive principles in economics allows
to bring the main production processes to an intellectually new level.

CPF provide internal (endogenous) opportunities for the development of industrial enter-
prises and, in fact, become one of the sources of endogenous economic growth [18, 19]. The
management of CPF means the emergence in the practice of industrial enterprises of a specific
type of organizational and economic activity associated with their identification, ranking, anal-
ysis, evaluation and monitoring at all stages of the reproduction cycle to achieve the goals of
long-term economic growth.

The allocation of CPF as a new type of productive force necessitates the development of
appropriate methods and models of their management, the practical implementation of which
is possible due to the mechanism of integration into the overall management circuit of the
industrial enterprise.

The effectiveness of methods used in the management of traditional factors of production is
becoming less effective, since it does not take into account the dynamics of modern changes,
the need to process a large amount of data, the structural complexity of management tasks, the
need to use coordination mechanisms.

The study of theoretical and practical results of production factor management allowed us to
conclude that CPF management should be integrated into the overall management circuit of a
high-tech enterprise and be supported primarily by end-to-end activities implemented through
appropriate business processes.

The increasing intellectualization of industrial production contributes to the fact that the
distinctive features of enterprises become:

• significant individualization of products in conditions of high flexibility of high-volume
production;

• the modern vector of civilizational development of society is represented by the intensive
spread of global technologies: nano-, bio-, information and communication technologies.
Cognitive technologies refer to the technologies of the global level, the transformative
effect of which gives a new quality of interacting elements and leads to the formation of
a fundamentally new technological platform for economic development;

• integration of consumers and manufacturers in end-to-end processes of the entire product
lifecycle and value chain;

• integration of information and data within production networks, reflecting all aspects
of requirements, design, development, production, logistics, operation, service, etc., i.e.
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creation of “production intelligence”;
• globalization of product/goods development teams, as the complexity of products requires

a variety of competencies;
• formation of a networked production “ecosystem” through cooperation and reduction of

barriers between enterprises and customers;
• development of cloud technologies as a way to implement customized production on

demand; use the production capabilities of virtual production networks based on united
production sites, and support them with special software;

• isolation and accumulation of intangible functions, such as research and forecasting
of the market and demand, formation of the product concept, formation of technical
requirements, etc.; since intangible components take an increasing share in the cost and
price of the finished product;

• formation of the market value of enterprises due to the knowledge of employees, know-
how, knowledge-intensive technologies, inventions, industrial designs and other intangi-
ble assets. The qualitative change of production factors puts forward a set of interrelated
tasks for industrial enterprises [19, 20];

• the integration into Industry 4.0, increasing the continuity and flexibility of production,
the transition to flexible production systems that ensure the adaptation of the production
infrastructure to innovative activities, changes in market requirements demand different
approaches to the composition and configuration of key factors of production [26];

• increased consistency in the duration and productivity of all interrelated subdivisions of
industrial enterprises causes the accounting of results not only at the place of application
of production factors, but also in related units from the perspective of their impact on the
economic performance of enterprises;

• rational increase in the growth of R&D costs, which ensures the implementation of
scientific and technological policy directly in the process of scientific and production
activities, determines the assessment of their relationship with the share of revenues from
new types of products;

• the uncertainty of the economic environment, high risks in the development of innovative
products create the preconditions for the development of economic-mathematical models
that are adequate to the object of research and improve the quality of the effectiveness of
industrial enterprises.

Thus, sustainable economic growth and development of modern industrial enterprises deter-
mines not so much the number of personnel, but the presence of workers who are able to conduct
scientific and technological development at the modern level, to create competitive products
and services on their basis, to propose new ways of organizing production, to determine the
process of forming new trends in technological development in the market environment. In this
regard, we need a different system of productive forces, surpassing the capabilities of industrial
type of production and other ways of combining human and material labor.

The convergence of intellectual resources and information technologies as a productive force
causes the emergence of new types of production factors – cognitive factors of production –
which are understood as specific, difficult to imitate resources of an industrial enterprise that
allow creating a product that is in demand by the market.
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Cognitiveness, as a scientific and cognitive action, is moving into a new quality, providing
appropriate knowledge for comprehensive research. Artificial intelligence, neurocomputers,
technologies of various interfaces based on the use of the properties of the human brain are
a fundamentally new environment for human production activities. The use of cognitive
principles in the economy allows you to bring the main production processes to an intellectually
new level.

Cognitive production factors provide internal opportunities for the development of industrial
enterprises and, in fact, become one of the sources of endogenous economic growth [18, 19, 20].
Cognitive production factors management means the emergence in the practice of industrial
enterprises of a specific type of organizational and economic activity related to their identifica-
tion, ranking, analysis, evaluation, monitoring at all stages of the reproduction cycle in order to
achieve the goals of long-term economic growth.

The identification of cognitive factors of production as a new type of productive force
necessitates the development of appropriate methods and models of their management, the
practical implementation of which is possible due to the mechanism of integration into the
overall control loop of an industrial enterprise [15, 16, 27, 28].

So, cognitive production factors (CPF, 𝐶𝑓 ) – are the result of the convergence of intellectual
resources / intellectual capital and information technology:

“IR/IC” & “IT”,

where & – here is a conditional symbol of convergence.
Cognitive basis of high-tech activity, which includes the unity of knowledge, experience,

creativity and information technology. Structural elements of CPF are: knowledge, experience,
creativity and skills in the use of information technology, i.e. CPF – is a tuple <knowledge,
experience, creativity, level of use of IT, ...>.

One of the variants of correlations of cognitive production factors (CPF), human capital (HC)
and intellectual capital (IC) by three comparison parameters.

1. Structural elements:

• CPF: Knowledge, experience, creativity, skills, in the use of information systems
and technology.

• HC: Level of education, health status.
• IC: Market assets, human assets, intellectual property, infrastructure assets.

2. Methods of evaluation and measurement:

• CPF: Indicator based on up-to-date financial and accounting statements.
• HC: Aggregated indices, the calculation of which requires an extensive information

base.
• IC: Ratio of market value to book value; Intellectual coefficient of value added.

3. Correlation with performance results:

• CPF: Production function.
• HC: The balanced scorecard system.
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• IC: Aggregate of IC and capital involved.

Note that the presented list of CPF is not exhaustive, it can and should be supplemented and
improved.

So, CPF is a set of both active and intensional, as well as tangible and intangible factors of
production:

• tangible-active can include those CPF, which are embodied and directly used in the
economic turnover. These include local computer networks for information exchange,
flexible manufacturing systems (FMS), simple/complex robots, automated information
storage and retrieval systems, planning systems (ERPI, ERPII), design systems (CFD, CAE,
PLM), electronic document management systems, vision systems;

• intangible assets include objects of intellectual property: know-how, technical solutions,
licenses, patents, databases, information about customers and suppliers, etc;

• material-intentional cognitive factors include the potential use of advanced technologies,
such as augmented reality technologies, artificial intelligence technologies: Internet of
Things technologies, big data, cloud computing, deep learning, 5G, etc;

• intangible-intentional include personal characteristics of employees, experience, culture
of thinking, ability to learn, creativity, insight, intuition, level of education, level of digital
literacy, ability to cognitive activity, analysis, reflection, self-regulation, communication
abilities, compliance with ethical and social norms.

Let us also note now that innovation capital is one of the most important and specific forms of
capital, reflecting the ability of industrial enterprises as participants in the innovation cluster to
generate income due to the development of innovative activity and acquisition of a special status
due to the dynamics of innovation potential as an institution capable of transformation into
capital as a result of the synergistic effect of interaction between economic entities in the process
of innovation development. Innovation capital from the point of view of classical economic
theory is characterized by three essential features, namely, it is a product of past labor, the role
of which is played by innovation potential; it is a production or product stock in the form of
innovations produced and ready for implementation, as well as innovations requiring further
improvement and innovations that can be accumulated in the form of innovation potential; it is
a source of income based on the effective commercialization of innovation [29, 30].

By its nature and content, innovation capital is wider than intellectual capital, which ac-
cording to the concept presented in the works of Milner [29, 23], consists of three elements:
1) human capital; 2) organizational (structural) capital; 3) consumer capital. Machlup [22] in
1966, analyzing the processes of knowledge production and dissemination in the United States,
without downplaying the role and importance of material production, reasonably proved that
the economic development of the “new age” is determined not so much by the availability and
productivity of material resources as by the availability and speed of information distribution
in society and the amount of intellectual capital [17, 18, 20].

Let us present a cognitive model of the nonlinear dynamics of the system, taking into account
the dynamics of the humanitarian component with control (as an extension of the integral
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model [15, 16]), in general terms it can be represented as stochastic differential equations:

𝑑𝐻𝒰 (𝑡)

𝑑𝑡
= 𝜒+𝐻

+
𝒰 (𝑡)− 𝜒−𝐻

−
𝒰 (𝑡) + 𝜎𝐻𝒰 (𝐻𝒰 , 𝑡)𝑑𝑊𝐻𝒰 (𝑡) + 𝑏𝐻𝒰𝑈𝐻𝒰 (𝑡). (1)

𝑑𝐶𝑓 (𝑡)

𝑑𝑡
= 𝜗+𝐶

+
𝑓 (𝑡)− 𝜗−𝐶

−
𝑓 (𝑡) + 𝜎𝐶𝑓

(𝐶𝑓 , 𝑡)𝑑𝑊𝐶𝑓
(𝑡) + 𝜗𝐶𝑓

𝑈𝐶𝑓
(𝑡). (2)

The model of the dynamics of innovativeness of the eco-economic and socio-humanitarian
system (EESHS) can also be represented in the form of an equation of dynamics:

𝑑𝐼𝑐(𝑡)

𝑑𝑡
= 𝜍+𝐼

+
𝑐 (𝑡)− 𝜍−𝐼

−
𝑐 (𝑡) + 𝜎𝐼𝑐(𝐼𝑐, 𝑡)𝑑𝑊𝐼𝑐(𝑡) + 𝜗𝐼𝑐𝑈𝐼𝑐(𝑡). (3)

In equations (1)-(3) the variable 𝐻𝒰 (𝑡) is a humanitarian variable, 𝐶𝑓 (𝑡) – cognitive
variable, 𝐼𝑐(𝑡) – variable (level) of innovativeness in the integral model EESHS [16];
𝜒+, 𝜒−, 𝜗+, 𝜗−, 𝜍+, 𝜍− – parameters, and other designations are given in the same work.

So, supplementing the system of equations of the integral model [15, 16, 31] with equations
(1) – (3) we obtain an extended (generalized) integral model of nonlinear stochastic dynamics of
EESHS in the innovation space.

The generalized production and technological function (PTF) can now be represented as:

𝑌 (𝑡) = 𝐹 [𝐾(𝑡, 𝐿(𝑡), 𝐻(𝑡), 𝑁(𝑡),Φ(𝑡), 𝑆(𝑡), 𝐼𝑐(𝑡), 𝐶𝑓 (𝑡); 𝑐⃗]. (4)

It can be used to study sustainable development.
In the general case, the integral level of sustainable development can be represented as a

nonlinear function:

𝑌𝑠𝑑𝑙(𝑡) = 𝐹𝑠𝑑𝑙[𝐾(𝑡), 𝐿(𝑡), 𝐻(𝑡), 𝑁(𝑡),Φ(𝑡), 𝑆(𝑡), 𝐼𝑐(𝑡), 𝐶𝑓 (𝑡), 𝑐⃗]. (5)

Private versions of the PTF model:
a) Mankiw-Romer-Weil model. Option of accounting for human capital H in the production

function (PF), along with physical capital (𝐾), labor (𝐿) and natural (𝑁 ) resources:

𝑌 (𝑡) = 𝐾𝛼(𝑡) ·𝐻𝛽(𝑡) · [𝐴(𝑡) · 𝐿(𝑡)]1−𝛼−𝛽, (6)

where 𝛼, 𝛽 > 0, 𝛼+ 𝛽 < 1; 𝐻 ; 𝐴(𝑡) – function of scientific and technological progress. Note
that 𝛼 – is a part of capital provided by investment growth (capital costs); 𝛽 is similar.

b) Model of accounting for all fixed assets:

𝑌 (𝑡) = 𝐴(𝑡)𝐾𝛼(𝑡) · 𝐿𝛽(𝑡) ·𝐻𝛾(𝑡) · 𝑆𝜌(𝑡) · Φ𝑞(𝑡) ·𝑁 𝜏 (𝑡) · 𝐼𝜈(𝑡), (7)

where 𝛼, 𝛽, 𝛾, 𝜌, 𝑞, 𝜏, 𝜈 > 0 and 𝛼+ 𝛽 + 𝛾 + 𝜌+ 𝑞 + 𝜏 + 𝜈 = 1.
The following notations are also used here: 𝐾 – physical capital, 𝐿 – labor (labor), 𝐻 –

human capital, 𝑆 – social capital, Φ – financial capital, 𝑁 – natural resources (land, water,
etc.), 𝐴(𝑡) is a function of the level of scientific, technical and technological development, for
example, 𝐴(𝑡) = 𝑎𝑇𝑆(𝑡), where 𝑇 (𝑡) – volume of innovative technologies (resources).
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In [16], the equation of the dynamics of the potential of the R&D sector in the integral model
is presented as:

𝑑

𝑑𝑡
[𝜙̇(𝑡)]−𝛿𝜙𝜙(𝑡) = 𝐺[𝜙(𝑡)]𝛾1 · [𝛼1

𝐿1
(𝑡)𝐿1(𝑡)]

𝛾2 · [𝛼1
𝐾(𝑡)𝐾(𝑡)]𝛾3 · [𝑠(𝑡)]𝛾4 +𝜎𝜙(𝜙, 𝑡)𝑒𝜙(𝑡), (8)

where 𝜙(𝑡) – stock of knowledge and technologies in the economy – the number of inventions
that have not lost their relevance by the year 𝑡; 𝜙̇(𝑡) – increase in the stock of knowledge per unit
of time – the number of new inventions per year 𝑡 minus obsolete; 𝐿1(𝑡) – the volume of skilled
(more precisely – highly skilled) labor (skilled labor force with qualifications, i.e. the product of
the number of skilled workers 𝐿1(𝑡) and the level of qualification of the average employee ℎ(𝑡),
i.e. ℎ(𝑡)𝐿1(𝑡)); s(t) – social index; 𝛿𝜙 – the rate of knowledge attrition due to its obsolescence
𝛿𝜙 > 0; 𝛼1

𝐿1
(𝑡) – share of skilled labour employed in the R&D sector 0 ≤ 𝛼1

𝐿1
(𝑡) ≤ 1; 𝛾1, 𝛾2, 𝛾3 –

static parameters 0 ≤ 𝛾1 ≤ 1, 0 ≤ 𝛾2 ≤ 1, 0 ≤ 𝛾3 ≤ 1; 𝐺 – scale parameter: 𝐺 > 0. Here
{𝑒𝜙(𝑡), 𝑡 ∈ 𝑇} – white noise with continuous time; 𝜎𝜙(𝜙, 𝑡) – volatility coefficient.

From [15, 16] we have a more general equation of dynamics, i.e. the equation of the STP
index (STP weight), which shows the growth and efficiency of the use of labor, capital and
technology in production, i.e. 𝜏(𝑡):

𝑑

𝑑𝑡
[𝜏̇(𝑡)]+𝛿𝜏𝜏(𝑡) = 𝐵[𝜙̇(𝑡)+𝛿𝜙𝜙(𝑡)]

𝛽1 ·[𝜎̇(𝑡)+𝛿𝜎𝜎(𝑡)]
𝛽2 [𝑠̇(𝑡)+𝛿𝑠𝑠(𝑡)]

𝛽3 [𝑧̇(𝑡)+𝛿𝑧𝑧(𝑡)]
𝛽4 (9)

where 𝜏̇(𝑡) is the increase of the STP index caused by the change in the number of advanced
production technologies used in production per unit of time, 𝛿𝜏 – the rate of decrease of the
STP index due to the obsolescence of advanced production technologies, 𝛿𝜏 > 0; 𝛽1, 𝛽2, 𝛽3, 𝛽4 –
static parameters, 0 ≤ 𝛽1 ≤ 1, 0 ≤ 𝛽2 ≤ 1, 0 ≤ 𝛽3 ≤ 1, 0 ≤ 𝛽4 ≤ 1; 𝐵 – scale parameter;
𝐵 > 0.

Note that 𝜏(𝑡) – STP index, dependent on the number of advanced production technologies
𝑤(𝑡) and used in production, for example, 𝜏(𝑡) = [𝑤(𝑡)]𝑑, where 𝑑− 𝑐𝑜𝑛𝑠𝑡.

Now in this generalized and integral variant we can use the conditions of development
stability from [15, 16, 32].

This construction of the indicator will reflect the importance of each of the considered
components: eco-economic and socio-humanitarian subsystems (spheres) in the performance
of the objective function. A change in any of the private indicators leads to a change in the
value of the aggregate indicator and captures a change in the steady state of the region. In the
general case, all indicators change over time, i.e. have a certain dynamic.

Simple conditions for sustainable development (SD) are defined as follows.
1) Condition of weak stability:

𝑑𝐹 [·]
𝑑𝑡

≥ 0 𝑜𝑟 𝐹𝑡+1[·] ≥ 𝐹𝑡[·], (10)

where
𝐹𝑡[·] = 𝐹 [𝐾(𝑡), 𝐿(𝑡), 𝐻(𝑡), 𝑁(𝑡),Φ(𝑡), 𝑆(𝑡), 𝐼𝑐(𝑡), 𝐶𝑓 (𝑡), 𝑐⃗] (11)

2) Condition of strong stability:

𝑑𝐹 [·]
𝑑𝑡

≥ 0 , 𝑁 = 𝑁𝐶 +𝑁𝑆 𝑎𝑛𝑑
𝑑𝑁𝐶

𝑑𝑡
≥ 0, 𝑜𝑟 𝑁𝐶

𝑡+1 ≥ 𝑁𝐶
𝑡 , 𝑁 = 1...4 (12)
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where 𝑁𝐶 – critical part of natural capital, and 𝑁𝑆 – natural capital, which can be replaced by
artificial.

For example, given critical natural capital 𝑁𝐶 , sustainable development can be supplemented
by a time limit on depletion of this value. For a time-decreasing production function, the
arguments of which are aggregated variables: labor – 𝐿, capital – 𝐾 and natural – resource 𝑁 ,
we will have the ratio:

𝐹𝑡(𝐾,𝐿,𝑁) ≤ 𝐹𝑡+1(𝐾,𝐿,𝑁) (13)

or, in the general case:

𝐹 (𝐾(𝑡), 𝐿(𝑡), 𝐻(𝑡), 𝑁(𝑡),Φ(𝑡), 𝑆(𝑡), 𝐼𝑐(𝑡), 𝐶𝑓 (𝑡), 𝑐⃗) ≤

≤ 𝐹 (𝐾(𝑡+1), 𝐿(𝑡+1), 𝐻(𝑡+1), 𝑁(𝑡+1),Φ(𝑡+1), 𝑆(𝑡+1), 𝐼𝑐(𝑡+1), 𝐶𝑓 (𝑡+1), 𝑐⃗) (14)

And it also requires compliance with the condition of not decreasing in time the value of 𝑁𝐶 ,
i.e. 𝑁𝑡 = 𝑁𝐶

𝑡 +𝑁𝑆
𝑡 , as well as the condition of partial replacement of natural capital 𝑁 by

artificial 𝑁𝑆 (or non-renewable resource for renewable resource): 𝑁𝑡 = 𝑁𝐶
𝑡 +𝑁𝑆

𝑡 .
The integrated level of sustainable development for all capital (resources) can be defined, for

example, in the case of linear dependence as:

𝑌𝑠𝑑𝑙(𝑡) = 𝑐1𝐾(𝑡) + 𝑐2𝐿(𝑡) + 𝑐3𝐻(𝑡) + 𝑐4𝑁(𝑡) + 𝑐5Φ(𝑡) + 𝑐6𝑆(𝑡) + 𝑐7𝐼𝑐(𝑡) + 𝑐8𝐶𝑓 (𝑡), (15)

where 𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐5, 𝑐6, 𝑐7, 𝑐8 are weight (normalizing and scaling) coefficients.

3. Conclusion

This paper presents and develops a cognitive approach to modeling sustainable development of
complex technogenic production systems in the innovation economy. We propose an integration
model of sustainable development as a family of models for creating integrated information
systems of ecological, economic and socio-humanitarian management of various social and
organizational systems, especially economic objects of anthropogenic nature. We also present
a cognitive model of nonlinear system dynamics that takes into account the dynamics of the
humanitarian component with management in general. Furthermore, we introduce a model of
innovation capital dynamics for the eco-economic and socio-humanitarian system (EESHS), as
innovation capital is broader than intellectual capital by its nature and content. We derive an
extended integral model of nonlinear stochastic dynamics of EESHS in the innovation space.

Our approach is based on the theoretical foundations and paradigms of systems of type “X”,
integral models and the problem of sustainable development, models such as “NMSSD” and
systems such as “SEEHS”, convergent technologies “NBIC” and “NBIC⊕SG”. We show how
these concepts can be applied to understand and manage the complex dynamics of technogenic
production systems in the context of innovation economy.

We also demonstrate how our approach can address the challenges posed by the transition
to an information society, which leads to a change in the structure of total capital in favor of
human capital, an increase in intangible flows, knowledge flows, intellectual and innovative
capital. We investigate the problem of sustainable development based on 8 important assets
that support the sustainability and viability of EESHS.
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We claim that our approach can increase the efficiency of solutions in the management of
technogenic production systems, enhance the utilization of innovations and identify areas of
innovation strategies for the regions.

The presented result requires further research, generalizations and computer experiments
on real data. We plan to extend our approach to other types of complex systems and domains,
as well as to incorporate more cognitive factors and methods into our models. We also aim to
develop practical applications and tools based on our approach that can support decision-makers
and stakeholders in achieving sustainable development goals.
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Abstract
In the post-industrial knowledge economy, universities play a key role in the generation and dissemination
of innovations. They are also becoming the drivers of digital transformation in science, business, countries,
and society as a whole. This paper studies the factors of university competitiveness in the knowledge
economy. A clustering approach is used to group countries based on their university competitiveness.
The level of significance of normalized parameters is also assessed. The results of the study are used
to propose an organizational design for a competitive model of the university. The key factors of the
university’s success in the system of open science, education, and innovation are also discussed. The
findings of this study contribute to the understanding of the factors that drive university competitiveness
in the knowledge economy. The proposed organizational design and key factors of success can be used
by universities to improve their competitiveness and become drivers of innovation and transformation.

Keywords
university, competitiveness, knowledge economy, Kohonen map, clustering, open science

1. Introduction

Universities are essential institutions for generating and disseminating innovations in the
knowledge economy. However, they face increasing competition and challenges in the global
market of educational services, especially in the era of digital transformation [2]. Therefore,
it is important to assess and enhance the competitiveness of universities using reliable and
objective methods [3].

Many existing methods for measuring university competitiveness are based on expert opin-
ions, subjective criteria, or simple statistical techniques. These methods often produce inconsis-
tent, biased, or incomplete results. Moreover, they do not capture the complex and dynamic
nature of university performance and its relation to various factors.
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Avralev and Efimova [4] have conducted a survey of students over the years, which showed
that place in the university rankings is an increasingly important criterion for students when
choosing a university. At the same time, most researchers criticize the widely used rating
systems. Thus, Sayed [5] demonstrates that according to some of the world’s leading ranking
systems, a university may be at the top of the ranking, while in others it may not be ranked at
all. Many researchers note [6, 7] that most of the global university rankings focus primarily on
research, while at the same time not paying enough attention to the quality of teaching, student
competences and learning outcomes, social responsibility, etc.

At the same time, most scientists agree that the main criteria that determine the competitive-
ness of universities are research and teaching [8, 5, 9, 10]. In addition, some authors emphasize
the importance of other criteria, such as international cooperation with university research
networks, involving foreign teachers and students, increasing international citation [11, 12, 13],
quality of pedagogical staff [12, 14], social and environmental responsibility [15], digitization of
all university functioning processes [16, 17, 18], expenditure on higher education per student
[19], employability of graduates [20, 21]. The importance of cooperation with business to
improve the competencies and employability of students and, as a result, the competitiveness of
the university, is emphasized in the papers [20, 17, 22, 23].

As can be seen from the above review, all these works are aimed either at the analysis and
criticism of known rating systems, or at the study of factors that affect the competitiveness
of universities, or, at most, at the creation of own methods for calculating university ratings,
which are based on the simplest statistical methods.

There are works in which advanced artificial intelligence technologies are used to analyze
and rank universities according to certain areas of activity. For example, in [16] developed a
fuzzy logic model for assessment and ranking of universities’ websites by criterion of usability.

However, the analysis of developments in this direction did not allow to identify studies
on the modeling of university competitiveness based on cutting-edge artificial intelligence
technologies, moreover, which would not be based in the rating on the expertly set weights of
the evaluation criteria.

2. Modeling method

Solving the task of evaluating the international competitiveness of universities is associated
with a number of specific problems, because competitiveness does not have generally accepted
evaluation indicator, units or measurement scales. This is a subjective category that depends
on many factors affecting it. Moreover, the set of these factors and the degree of influence
of each of them are also not determined by any objective circumstances and can be chosen
by analysts and researchers depending on their own understanding of the essence of the
category “competitiveness of universities”, the development of the educational process, their
own priorities, etc. All this imposes a significant imprint of subjectivism on the formation of
methods of their evaluation.

It is possible to reduce the dependence on the subjective opinions of individual experts with
the use of special modeling methods capable of revealing regularities in the structure of an
array of heterogeneous data, when there are no predetermined values of the resulting indicator,
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such as for the international competitiveness of universities.
Under such conditions, the clustering approach is the most appropriate means of searching

for hidden regularities in sets of explanatory variables. The main feature of this approach is
that with its application, objects that belong to one cluster are more similar to each other than
to objects that are included in other clusters. As a result, it becomes possible to form fairly
homogeneous groups of researched objects that are characterized by similar properties.

There is a wide range of cluster analysis methods: K-means [25], K-medoids [26], Principal
Component Analysis [27], Spectral Clustering [28], Dendrogram Method [29], Dendrite Method
[30], Self-Organizing Maps – SOM [31, 32], Density-Based Spatial Clustering of Applications
with Noise – DBSCAN [33], Hierarchical DBSCAN –HDBSCAN [34], Ordering Points to Identify
the Clustering Structure – OPTICS [35], Uniform Manifold Approximation and Projection –
UMAP [36], Balanced Iterative Reducing and Clustering Using Hierarchies – BIRCH [37], etc.

Each of these methods has its advantages and areas of application and tasks, where it reveals
itself in the best way. Experimental studies on comparative analysis of the effectiveness of
various clustering methods are described, in particular, in scientific works [38, 39, 40, 41].

Taking into account the capabilities of each of the mentioned methods and the specifics
of this study, the Kohonen self-organizing maps toolkit was used to cluster countries by the
level of competitiveness of universities, which, in addition to forming homogeneous groups
of researched objects, provide a convenient tool for visual analysis of clustering results. In
particular, in contrast to other clustering methods, the location of an object on the Kohonen
map immediately indicates to the analyst how developed the investigated property is compared
to others, because the best and worst objects according to the analyzed indicator are located in
opposite corners of the self-organizing map.

The result of constructing the Kohonen map is a visual representation of a two-dimensional
lattice of neurons that reflect the organizational structure of the countries of the world, forming
clusters in which countries are similar to each other according to the group of indicators of
evaluating the competitiveness of universities (figure 1).

The Kohonen self-organizing algorithm is a clustering method that reduces the dimension
of multidimensional data vectors. It can be used to visualize clusters and to detect nonlinear
patterns in input data structures. The main feature of such neural networks is unsupervised
learning, when information about the desired network response is not needed to correctly set
the parameters. In this study, self-organizing maps are used to summarize a complex set of
data and clustering of countries by indicators that have the greatest impact on the international
competitiveness of universities.

Thus, each neuron of the Kohonen layer receives information about the research object in
the form of a vector x, which consists of 𝑛 explanatory variables (in our case, these are the
characteristics that determine the competitiveness of universities). When a new data vector
arrives at the input layer of the network, all neurons of the self-organization map participate in
the competition to be the winner. As a result of such a competition, the winner is the neuron

𝑜 = argmin {‖x −w𝑗‖} (1)
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Figure 1: Visual representation of clusters on the self-organizing map (Matviychuk et al., 2019). 
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Figure 1: Visual representation of clusters on the self-organizing map [42].

that is more similar to the input data vector than others, usually by Euclidean distance:

‖x −w𝑗‖ =
√

𝑛
∑
𝑖=1

(𝑥𝑖 − 𝑤 𝑗
𝑖 )
2
, 𝑗 = 1, 𝐾 (2)

where x is a vector of input data consisting of indicators {𝑥1, … , 𝑥𝑖, … , 𝑥𝑛} that describe the
objects under study; x𝑗 is the vector of parameters of 𝑗th neuron of the Kohonen map, which
consists of elements {𝑤 𝑗

1, … , 𝑤 𝑗
𝑖 , … , 𝑤 𝑗

𝑛}; 𝐾 is the number of neurons of the Kohonen map.
After determining the neuron-winner, we adjust the vector of its parameters and its neighbors

according to the input vector:

w𝑗(𝑡 + 1) = w𝑗(𝑡) + 𝛼(𝑡) ⋅ ℎ𝑜𝑗(𝑡) ⋅ [x(𝑡) −w𝑗(𝑡)] , 𝑗 = 1, 𝐾 (3)

where 𝛼(𝑡) is the rate of learning (0 < 𝛼(𝑡) ≤ 1), which decreases with each learning epoch
𝑡; ℎ𝑜𝑗(𝑡) is the strength of mutual influence for any pair of neurons 𝑜 and 𝑗, determined as a
function (usually Gaussian) of the distance between them on the map topology:

ℎ𝑜𝑗(𝑡) = exp [−
‖r𝑜 − r𝑗‖2

2 ⋅ 𝜎2(𝑡)
] (4)

where r𝑜, r𝑗 are the two-dimensional vectors of coordinates of geometric location of the neuron-
winner 𝑜 and the 𝑗th neuron on the map; 𝜎(𝑡) is the effective width of the topological neigh-
borhood (a specially chosen function of time that monotonically decreases in the learning
process).

In the process of self-organization of the Kohonenmap, the topological neighborhood narrows.
This is caused by a gradual decrease in the width of the function 𝜎(𝑡). The neuron-winner is

239



located in the center of the topological neighborhood. It affects neighboring neurons, but this
effect decreases with increasing distance to them according to (4). As a result, closely located
map nodes acquire similar characteristics.

The result of the learning process will be the tuning of parameters of the Kohonen layer
neurons, which will correspond to different examples from the training set. Thus, the self-
organization of the structure of the Kohonen map is carried out, which acquires the ability to
combine multidimensional data vectors in a cluster by identifying similar statistical characteris-
tics in them. As a result, the initial high-dimensional space is projected onto a two-dimensional
map. Since self-organization maps are characterized by the generalization property, they can
recognize input examples on which they have not previously been tuned – the new input data
vector corresponds to the map element to which it is mapped.

3. Collection of data for modeling

In order to correctly identify regularities in the development of the scientific and educational
sphere, it is necessary to select the key properties that characterize the processes under study,
taking into account the task. That is, it is necessary not only to choose the maximum possible set
of characteristics of the objects of study, but to form a set of those features that describe the most
significant aspects of activity in the context of the analysis. In this case, the selected features
will make it possible to group the studied objects or processes according to their similarity. That
is, if the task of analyzing the competitiveness of universities is being solved, then it is necessary
to determine a set of characteristics of countries that will influence this indicator. And as a
result of clustering the countries of the world according to these characteristics, we will get
a number of clusters, each of which will group countries with a similar level of international
competitiveness of universities (since they will have fairly close values of the characteristics
that determine this competitiveness).

Therefore, we will conduct an analysis of publicly available databases that contain information
on indicators that can influence the level of competitiveness of universities.

Thus, the World Bank’s “World Development Indicators” database contains the ranking of
the world’s countries by the level of “Government expenditure on education, total (% of GDP)”
indicator [43]. The indicator is calculated annually (for 266 countries) based on data from
national statistics and international organizations, including data from the UN. Information on
individual countries has been available in this database since 1970, in the last decade the data is
presented quite fully, but only until 2018 (later data by countries is much less). Other indicators
presented in this database are much poorer and less related to higher education.

In the Human Development Reports of UNDP [44] there are data for 195 countries for 2021
according to the indicators: “HumanDevelopment Index (HDI)” (both in general and bymale and
female sexes, in addition, by this indicator also shows the dynamics and increases in dynamics
since 1990), “Government expenditure on education, % of GDP”, “High-skill to low-skill ratio”,
“Research and development expenditure, % of GDP” (during 2014-2018), “Ratio of education and
health expenditure to military expenditure” (during 2010-2017), “Foreign direct investment, net
inflows, % of GDP”, “International student mobility, % of total tertiary enrollment”, indicators of
employment and unemployment both in general and among young people, migrants, population

240



by age group, etc.
The Global Competitiveness Index from the World Economic Forum for 2019 [45] can also be

informative in assessing the international competitiveness of the country’s universities. On
this resource, this index is given for 141 countries. Later, in 2020, the Global Competitiveness
Index has been paused.

Another resource with information on competitiveness is the annual reports of the European
Commission [46], in particular in the areas of: “Competitiveness & Innovation”, which contains
separate reports and the following sections: “Global Innovation Index”, “Global Attractiveness
Index”, “Global Talent Competitiveness Index”, “Elcano Global Presence Index”, “Innovation
Output Indicator”; “Learning & Research”, which presents reports: “European Skills Index”,
“European Lifelong Learning Indicators (ELLI-Index)”, “Higher Education Rankings”, “Composite
Learning Index”.

The work “Global Talent Competitiveness Index: 2019” [47] contains integrated assessments
and ranking places of countries for a number of top-level indices, as well as for basic indicators.

To assess the competitiveness of world universities, the resource [48] can be useful, which
provides fairly detailed country-level aggregated information on the research and educational
activities of universities in 50 countries for 2020. Here are the indicators grouped into four
generalized categories – “Resources”, “Environment”, “Connectivity”, “Output”. Each of these
categories consists of a set of basic indices, all of which are listed in the header of the table 1.

In addition, we add to the database the overall competitiveness score and rank number in the
general list (these indicators will not be taken into account when clustering countries, but will
serve as a reference when analyzing clusters).

To carry out clustering based on Kohonen maps, it is necessary to avoid gaps in the data.
Since there are only 50 countries in this database, moreover, the scores for each individual
indicator for different countries are quite close to each other, so we will not divide countries
into groups and replace the blanks with the corresponding average values for all countries. This
will not lead to distortions of the clustering results, since the percentage of gaps in this database
is very small.

4. Modeling the university competitiveness

The construction of Kohonen self-organizing maps in our study was carried out using the
analytical platform Deductor Studio Academic. In the process of constructing a map, the task of
finding its optimal dimension (number of neurons) arises, which is implemented experimentally
on the basis of statistical data. The dimension of the self-organizing map was chosen from
various options according to the mean weighted quantization error criterion, which reflects the
average distance between the data vector given to the map inputs and neurons’ parameters.

A hexagonal lattice of neurons with dimensions of 8 by 8 was determined as the most adequate
structure of a self-organizing map for this task according to a given set of indicators (table 1).
Self-organization occurs over 1500 learning epochs.The map parameters are initialized with
small random variables. Gaussian (4) was chosen as a function of the neighborhood of neurons.
Since all indicators for assessing the competitiveness of universities are already presented on an
identical scale from 0 to 100, none of themwill have a decisive influence on the clustering process.
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Table 1
Indicators of evaluation of international competitiveness of countries’ universities.
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Argentina 40 38 46 45,1 56,7 48,4 13,8 13,4 4,7 100 97,1 100 67,8 51,3 9,1 52,4 7 54,1 19,5 2,1 6,2 45,9 2,6 13,1 90 61,6 14,9 30,9
Australia 9 8 82,2 80,9 37,7 70,6 42,9 64 51,2 100 91,3 100 98,1 81,9 78,9 72,8 56 68,1 41,4 15,9 85,3 84,3 76,8 39,3 100 79 55 32,6
Austria 12 12 79,3 77,2 81,9 64,8 48,7 68,6 63,7 100 84,7 100 72 68,3 63,1 86,9 54 84,8 100 3,3 49,4 86 57 22 85,1 56,5 62,5 31,3
Belgium 13 13 75,6 73,6 63,8 55,4 48,3 53 45 100 97,1 100 75,8 82,2 31,8 89,3 28,4 82,5 78,8 4,8 56,6 94,2 51,4 31,4 79,7 70,2 59,9 39,1
Brazil 41 40 45,6 44,1 49,9 66,5 37,9 n.a. n.a. 100 91,4 88,6 63,8 41,8 0,9 43,8 6,9 40,3 26,2 11,6 7,5 45,3 3,8 21,2 51,3 31,8 10,7 39,7
Bulgaria 45 44 42,7 41,8 32,3 40,3 17,8 4,3 1,6 100 97,9 93,2 53,1 54,7 16,8 57,5 10,9 46 44,3 0,8 14,6 55,2 3,3 2,7 71,2 38,1 25,8 45,2
Canada 7 6 83,2 81,9 62,5 86,8 62,9 63,6 53 100 88,6 90,9 73,3 87,1 47,4 68,8 69,2 86,3 59 17,2 62,6 82 44 42,9 88,2 100 51,8 33,7
Chile 31 32 54,3 51,3 48,4 100 22,3 14,8 6 100 85,1 100 81,4 54,8 1,4 81,6 14,3 62,3 28,3 2,2 16,1 63,4 8,2 11,8 88,5 43,5 6,1 30,2
China 26 27 56,8 54,7 42,5 50,7 20 15 4,4 100 n.a. 88,6 76,6 73 1,3 34,1 8,4 65,9 32 70,7 6,8 59,3 7,5 39,6 49,1 16,7 15 n.a.
Croatia 43 43 43,6 42,1 49,9 36,8 18 24,9 11,2 100 97,8 93,2 47,3 47 1,6 58,3 11 35,5 50,8 0,9 30,4 52,9 17,2 8 66,5 39,2 22,6 31,2
Czech Rep. 29 26 54,8 55,2 36,3 35,1 26,6 34,4 22,2 100 76,9 100 69,3 61,1 46,1 62 29,3 53,6 55,7 2,9 37 62,8 22 14,7 64,1 41,9 44,7 40,4
Denmark 3 5 85,7 82,5 80,4 62,7 44,9 100 91,4 100 88,6 95,5 67,4 80,6 39,5 85,3 47,5 89,2 85,2 4,3 100 97,1 83,3 38,8 80,6 65,7 95,7 21
Finland 8 9 82,8 80,4 80,8 61,9 46,6 68,5 54,6 100 100 100 81,6 93,8 30 82,3 64,7 90 77 2,9 70,8 86 72,2 23,9 88,2 78,1 81,3 41,3
France 17 17 68,6 67,6 57 53,6 43 44,3 35 100 87,9 100 73,1 69,6 37,4 77,7 23,8 70,3 68,8 13,5 28,2 75,6 28,9 40,6 65,6 63,7 53,8 39,8
Germany 16 16 70,5 69,6 51,3 44,9 46,3 51,2 46 97 78,6 100 61,6 86,8 30,8 67,8 38,6 87,9 76 21 34,2 79,1 32,9 39,7 70,2 50,2 61 37
Greece 37 37 47,4 47 35,1 26 10,9 31,8 15,5 97,1 68,6 93,2 26,9 49,2 12,5 68,7 35,2 43,7 61,5 2,5 31,2 73,3 21 14,1 100 54,8 38,2 36
Hong Kong 14 15 72,7 70,2 50,1 55,6 64,7 39,8 43,3 100 n.a. 90,9 97,2 76,7 42 54,3 48,2 82,5 35,8 3,5 63,7 95,9 54,9 26,3 74,3 50,9 41,4 41,4
Hungary 33 35 51,3 48,5 34,7 39,7 30 17,6 8,8 100 80,5 100 51,6 47 36,6 70,9 22,1 58,6 82,8 1,6 22,3 69,2 14,4 10,7 48,5 43,4 35,4 54,6
India 49 49 39,6 38,8 54,8 59,1 13 2,4 0,3 96,2 81,2 90,9 58,1 74,6 0,5 27,2 0,9 57,8 19 14,9 1,5 47,1 0,6 12,5 27,4 18,3 2,6 12,6
Indonesia 50 50 35 33,5 25,7 25 7,9 4,6 1 100 86,2 100 64,7 71,6 0,3 23,6 4,4 72,5 31,4 3,1 1,6 45,3 0 0 36,4 20,5 2,6 26,4
Iran 47 48 42,2 39,2 50,2 51,9 15 n.a. n.a. 92,1 62,2 81,8 67 52,8 1,6 33,7 5,1 52,1 10,6 7,3 12 51,7 5 15,2 69,6 36,9 8,1 n.a.
Ireland 19 19 66 64,7 28,7 29,6 35,2 25,2 33,7 100 90 100 68,6 87,6 32,6 75,1 60,1 88,2 63 2,4 64,8 80,8 47,6 18,7 77,8 81,1 49,8 36,8
Israel 18 18 67,4 67,3 39,4 52,1 29,6 50,9 34,6 100 n.a. 95,5 73,3 74,9 10,6 66,3 34,6 91,1 49,5 3,2 48,5 77,9 51,5 30,6 63,4 88 100 34,6
Italy 30 30 54,5 53,4 28,6 33 30,8 32,1 22,5 100 74,2 100 63,8 60 19,5 62,9 18 60,5 54,2 15,7 34,9 77,3 29,4 24,6 61,9 33,4 27,8 35,6
Japan 20 20 61,9 61,7 21,2 51,2 51 37,6 28,9 95,4 56,8 100 83,2 70,8 15,7 39 18,9 57 78 17,2 18,4 50,6 14,5 42,9 63,6 89,7 64,3 34,5
Korea 24 23 58 57,4 32,7 64,4 27,8 37,7 25,7 83,4 70,2 100 58 56,3 8,3 37,9 14,8 62,6 61,4 12,4 32,3 56,4 24,1 24,8 94,3 84,7 91,1 25,2
Malaysia 27 28 56,1 54,5 56,5 75,1 39,4 48 22,9 100 100 95,5 78,6 83,7 29,6 59,5 7,5 79,4 16,3 3,6 15,1 55,8 5,8 14 43,7 37,7 28,6 21,6
Mexico 48 47 41,7 41,1 47,2 50,5 19,5 12,7 4,1 100 n.a. 95,5 82,4 48,5 2,1 53 3,8 52,9 19,5 3 3,2 42,4 0,8 11,1 40,2 31,1 3 20,7
Netherlands 10 10 81,6 80,2 59,8 62,7 51,8 58,3 54,3 100 91,7 100 79,3 88 40,4 82,5 47,5 96,7 85,4 9 70,7 97,7 59,4 37,5 85 66,2 60,7 34,7
New Zealand 14 14 72,7 71,5 44,1 64,5 39,7 33,6 21,4 100 99,7 100 89,7 86,5 72 77,3 55,8 76,1 46,4 2,2 59,5 79,1 64,6 18,4 82 67,9 49,1 33,9
Norway 11 11 80,5 77,8 89,9 70,7 58,4 68,8 74,8 100 92,6 100 66,9 85,9 11,6 80,8 58,9 81 61,8 3,1 78,2 87,2 63 28,1 82 75,3 78,5 32,2
Poland 32 31 52,6 52,2 48,4 43,9 23,8 33,3 17,2 100 90 100 81,9 58,3 15,1 42,3 17,3 60,4 32,3 6,4 22,8 58,1 7,3 14,1 67,8 53,4 30,6 49,1
Portugal 25 25 57,6 56,8 39,4 42,6 29,3 55,3 31 100 88,6 100 60,9 71,7 23,5 71,9 33,9 64,5 41,5 3,6 47,2 66,9 26,7 18,7 63,9 43,1 52 33,7
Romania 44 45 43 41,7 32,9 42,8 28,9 5,2 2,4 100 100 95,5 76 45,2 17,7 36,6 10,2 54 32,1 2,3 15,9 50,6 2,7 5,9 48,2 29,6 10,8 45,8
Russia 35 35 49,1 48,5 37,3 42,5 22,5 9,8 4,6 100 100 100 70,2 60,1 15 36,2 8,4 43,9 20,1 8,8 8,3 47,7 2,9 21,7 81,9 97,9 34,6 47,7
Saudi Arabia 22 22 59,3 59,3 100 77,7 53,1 n.a. n.a. 96,3 81,7 79,5 50,5 69,3 17,1 100 3,9 68,9 29,6 3,1 12,7 76,7 7,8 24,8 69,7 41,2 n.a. 9,4
Serbia 42 41 44,2 43,4 55,8 48,7 17,4 32,9 8,8 100 93,1 90,9 42,3 52,9 16,3 62,1 8,5 52,1 23,7 1,1 20,5 53,5 9,3 7,4 66,5 37,2 25,2 28,7
Singapore 4 7 84,5 81,3 50,1 53,7 100 63,4 100 100 74,1 95,5 82 94 100 87,7 36,7 91,7 38,6 2,8 66,5 94,8 41,4 26,5 84,8 86,5 81,6 30,6
Slovakia 38 33 47,2 49,6 35,8 37 30,3 21,2 11,9 100 91,5 100 64,2 44,8 25,3 57,7 16,8 35,6 64,4 1 24,2 63,4 4,7 2,9 46,6 42,5 33,9 46,4
Slovenia 28 29 55,4 53,6 44,5 38,3 29,9 20,3 12,6 100 85,1 100 63,7 65,3 14,3 71,1 25,1 63,1 53,6 0,7 48,8 67,4 31,4 7,4 78,6 56,1 54,2 35,9
SAR 34 34 49,7 48,7 37,4 49,9 28,9 26,2 6,1 100 n.a. 88,6 86,7 45,3 11,9 68,6 3,7 54,8 36,9 3,7 8,6 69,8 5,8 18,6 22,4 12,4 6 100
Spain 23 24 58,6 57,3 41,6 45,9 33,5 32 21,6 100 86,9 100 69,9 59,5 11,9 61,6 30,7 57 46,2 12,7 37 65,7 29,9 22 88,9 64,4 34,8 39,7
Sweden 5 4 84,3 82,9 71,2 59,7 64,6 83,2 73,7 100 89,7 100 75,2 76,9 24,8 86,8 59,6 83,1 86,2 6,3 83,5 89,5 82,5 38,8 67 74,7 92 24,4
Switzerland 2 2 90,1 88,6 64,9 51,7 75,4 88 97,6 99,4 71 100 69,5 100 65,2 91,3 79,7 100 76,9 5,8 91,7 100 100 44,2 59,6 75,6 63,7 30,4
Taiwan 21 21 60,5 60,5 33,5 51,8 32,8 29,3 26,2 100 72 93,2 86,9 72,3 16,2 45,4 44,3 80 38,3 5,1 29,1 55,2 20,3 19,7 84,5 84,5 76,1 25
Thailand 46 46 42,3 41,2 32,1 34,8 13,7 13,7 4,2 100 100 95,5 71,9 60,1 4,8 57,8 10,2 65,5 34,7 2,1 4,3 53,5 1,8 11,3 49,3 28,1 14,7 18,2
Turkey 39 42 46,3 43,3 71,1 70,5 27,9 31,5 14,8 92 88 100 44,9 51,3 5,5 30,6 7,6 57,4 16,6 7,2 11,9 44,2 4,1 11,2 94,7 35,9 16,8 23,2
Ukraine 36 38 47,8 45,1 76,4 63,9 10,8 3,2 0,5 100 n.a. 90,9 60,6 62,4 11,6 41,2 8 45,8 60,4 1,3 4,2 33,1 0 0 83,4 84,4 12 58,3
UK 6 3 83,6 84,5 28,2 64,7 63,1 38,8 29,7 100 89,5 100 89,5 75,5 65,8 72,1 63,7 82,1 68,9 31,1 63,1 86 58,1 73,7 60 79,1 53,1 34,4
USA 1 1 100 100 42,6 91,2 80,1 35,7 37,7 100 98,2 100 100 90,8 19 45 100 92,3 58,4 100 41,2 78,5 43,4 100 88,2 81,9 51,6 48,7
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Figure 2: Kohonen topological maps for all indicators of university competitiveness assessment.

Therefore, it was decided to build Kohonen maps on the original data without processing them.
As a result of the process of self-organization, the countries from the table 1 were distributed
among three clusters, which can be seen in figure 2.

As can be seen from the topological maps for all indicators in figure 2, for the vast majority of
them there is no clear demarcation of their levels between clusters. That is, their low, medium
and high values are evenly distributed throughout the map, which, together with the low levels
of significance of many indicators (figure 3), does not contribute to the quality of the countries
segmentation process.

Given the low significance of a large number of indicators selected for the study, a series of
experiments was conducted on the construction of Kohonen maps on different sets of input
variables, when various combinations of the least influential factors were alternately removed.
However, each time the same low quality of the distribution of countries by the levels of
university competitiveness evaluation indicators remained. For example, for all clustering
options, Bulgaria, South Africa, Poland, the Russian Federation, Romania, Slovakia, Hungary,
and Croatia were located next to Ukraine on Kohonen map, but the United States was also
a neighbor in this cluster. Of course, such segmentation of countries cannot be considered
acceptable.

Therefore, it was decided to apply z-score standardization to process the initial values of the
variables. As a result of forming a map on the full set of standardized explanatory variables, 5
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international students 
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Proportion of articles 
with international 
collaborators 

  
 

Given the low significance of a large number of 
indicators selected for the study, a series of experiments 
was conducted on the construction of Kohonen maps on 
different sets of input variables, when various 
combinations of the least influential factors were 
alternately removed. However, each time the same low 
quality of the distribution of countries by the levels of 
university competitiveness evaluation indicators 
remained. For example, for all clustering options, 
Bulgaria, South Africa, Poland, the Russian Federation, 

Romania, Slovakia, Hungary, and Croatia were located 
next to Ukraine on Kohonen map, but the United States 
was also a neighbor in this cluster. Of course, such 
segmentation of countries cannot be considered 
acceptable. 

Therefore, it was decided to apply z-score 
standardization to process the initial values of the 
variables. As a result of forming a map on the full set of 
standardized explanatory variables, 5 clusters were 
obtained (see figure 4). 

Figure 3: Levels of significance of a number of indicators for evaluating the competitiveness of universi-
ties.

clusters were obtained (figure 4).
Figure 4 shows that the levels of indicators changewhen crossing from cluster to cluster, which

indicates a successful delimitation of countries based on a given set of explanatory variables.
Ukraine got to the upper right corner of the Kohonen map next to Argentina, Bulgaria, Poland,
the Russian Federation, Serbia, Turkey, Croatia, and Chile. Somewhat lower in the same cluster
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Figure 4: Kohonen topological maps according to the normalized indicators of university competitive-
ness assessment.

were Brazil, India, Indonesia, Iran, China, Malaysia, Mexico, South Africa, Romania, Slovakia,
and Thailand.

Austria, Denmark, the Netherlands, Norway, Singapore, Finland, Switzerland, Sweden are
located in the opposite corner of the map from Ukraine (bottom left). The United States and
Great Britain were located in the upper left corner of the map. They are surrounded by Australia,
Hong Kong, Israel, Canada, and Taiwan.

It should be noted that since, in accordance with the given task, polar objects are located
on the Kohonen map in opposite corners, this self-organization of countries indicates that the
competitiveness of Ukrainian universities is currently quite far from the competitiveness of
universities in developed countries.

The analysis of the characteristics of the universities of the countries of the most developed
cluster makes it possible to determine the priority areas of development and tasks that must be
solved in order to increase the international competitiveness of Ukrainian universities.

Research and generalization of traditional, entrepreneurial, innovative and creative models of
universities, their selection depending on objective endogenous and exogenous conditions and
imperatives of the development of Ukrainian higher education made it possible to substantiate
the most adaptive competitive model of the university, which is shown in figure 5.

Critically important in the proposed model is the development of strategic partnership in the
triangle “science – business – education”, public-private partnership and consolidated social
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Figure 5: Competitive model of the university. 

 
 

CONCLUSIONS 
The global transformation of university education raises 
new challenges for state authorities in the field of 
education and university administrations to ensure their 
competitiveness in the international market of 
educational services. In the context of increasing the 
efficiency of the university management process in 
modern globalization conditions, the tasks of assessing 
its international competitiveness arise. 

In today’s world, the ways of innovative behavior of 
corporations, universities and other organizations must 
take into account the need to act in conditions of political, 
market and social turbulence, which necessitates the 
constant generation of non-standard ideas, strategic 
concepts, models and behaviors. 

This research is aimed at developing a new 
methodological approach to the study of such a poorly 
formalized indicator as the competitiveness of 
universities. Since competitiveness does not have 
generally accepted evaluation indicator, units or 
measurement scales, etc., it was decided to apply the 
clustering approach for searching of hidden regularities 
in the set of explanatory variables. 

Accordingly, the article carried out a thorough 
analysis of existing approaches to evaluating the 
competitiveness of universities and identified unresolved 

problems in this sphere. In addition, various methods of 
clustering, their advantages and features were analyzed, 
and the most appropriate method for solving the problem 
was chosen. 

The use of the Kohonen self-organizing map toolkit 
was justified, which, in addition to forming 
homogeneous groups of researched objects, provide a 
convenient tool for visual analysis of clustering results. 

In addition, the methodology of self-organizing maps 
provides an analytical tool for searching the indicators 
which are lagging the most, so that management actions 
can be focused on increasing the competitiveness of 
Ukrainian universities in the global market of educational 
services. 

As a result of the conducted research, a competitive 
model of the university was formed during the analysis 
of the competitive advantages of the universities of the 
countries included in the most competitive cluster. 
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Figure 5: Competitive model of the university.

responsibility.

5. Conclusions

The evolving global landscape of university education presents fresh challenges for educational
authorities and university administrations, urging them to bolster competitiveness in the
international educational services market. Amidst the modern era of globalization, there arises
a need to efficiently manage universities, necessitating the assessment of their international
competitiveness.

In today’s ever-changing world, organizations like corporations and universities must navi-
gate political, market, and social turbulence. This calls for continuous generation of unconven-
tional ideas, strategic concepts, and behaviors to drive innovation.
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This research is driven by a mission to establish a fresh methodological approach for evaluat-
ing the often elusive indicator of university competitiveness. Given the lack of standardized
evaluation indicators and measurement scales, a clustering approach was chosen to uncover
hidden patterns within a set of explanatory variables.

The study involved a comprehensive exploration of existing approaches to assessing university
competitiveness and identified unresolved issues in the field. Diverse clustering methods were
analyzed, comparing their strengths and characteristics to identify the most fitting approach.

The innovation proposed in this paper lies in the application of artificial neural networks,
particularly Kohonen maps, for modeling university competitiveness. Kohonen maps facilitate
data clustering based on similarity and visual representation in a lower-dimensional space.
Using these maps, we clustered countries based on parameters such as research output, teaching
quality, internationalization, social responsibility, digitization, expenditure, and employability.
We also employed Kohonen maps to rank the significance of these parameters for distinct
country clusters.

The utilization of Kohonen self-organizing maps demonstrated its worth, not just in forming
homogenous groups of research subjects, but also as a powerful tool for visually dissecting
clustering outcomes. Moreover, this methodology aids in identifying lagging indicators, enabling
strategic interventions to enhance the competitiveness of Ukrainian universities in the global
educational services market.

This method boasts multiple advantages over existing ones. Firstly, it operates without
depending on expert judgments or predefined parameter weights. Secondly, it accommodates
vast and diverse datasets with differing variable types. Thirdly, it uncovers latent patterns
not immediately apparent with conventional techniques. Lastly, it offers intuitive, interactive
visualizations, facilitating comprehension and communication.

The culmination of this research yielded a competitive university model, unraveling the
competitive strengths of universities within the most competitive cluster countries. This
underscores the practical applicability and potency of the proposed approach in assessing and
elevating university competitiveness in the contemporary educational landscape.
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