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FOREWORD

Workshop for Young Scientists in Computer Science & Software Engineering (CS&SE@SW) is a peer-
reviewed computer science workshop focusing on research advances, applications of information technolo-
gies. The vision of the CS&SE@SW 2022 is provides an expert environment for young researchers, who are
at the beginning of their career, to present and discuss the most recent of ideas and early results of research
projects. Young researchers, who will join us to take part in discussions and/or present their papers, will be
offered an opportunity to exchange and discuss their research ideas with their peers, supervisors, and senior
scientists working in the fields that are within the scope of CS&SE@SW.

CS&SE@SW topics of interest are:

1. Software engineering

• Software requirements

• Software design

• Software construction

• Software testing

• Software maintenance

• Software configuration management

• Software engineering management

• Software development process

• Software engineering models and methods

• Software quality

• Software engineering professional practice

• Software engineering economics

• Computing foundations

• Mathematical foundations

• Engineering foundations

2. Theoretical computer science

• Data structures and algorithms

• Theory of computation

• Information and coding theory

• Programming language theory

• Formal methods

3. Computer systems

• Computer architecture and computer engineering

• Computer performance analysis

• Concurrent, parallel and distributed systems

• Computer networks

• Formal methods

• Databases

VII



4. Computer applications

• Computer graphics and visualization

• Human–computer interaction

• Scientific computing

• Artificial intelligence

1. Software engineering • Software requirements • Software design • Software construction • Software test-
ing • Software maintenance • Software configuration management • Software engineering management •
Software development process • Software engineering models and methods • Software quality • Software
engineering professional practice • Software engineering economics • Computing foundations • Mathemati-
cal foundations • Engineering foundations 2. Theoretical computer science • Data structures and algorithms
• Theory of computation • Information and coding theory • Programming language theory • Formal methods
3. Computer systems • Computer architecture and computer engineering • Computer performance analy-
sis • Concurrent, parallel and distributed systems • Computer networks • Formal methods • Databases 4.
Computer applications • Computer graphics and visualization • Human–computer interaction • Scientific
computing • Artificial intelligence

This volume represents the proceedings of the 5th Workshop for Young Scientists in Computer Science &
Software Engineering, held in Kryvyi Rih, Ukraine, on December 16, 2022. It comprises 11 contributed
papers that were carefully peer-reviewed and selected from 19 submissions. Each submission was reviewed
by at least 2, and on average 2.2, program committee members. The accepted papers present a state-of-the-
art overview of successful cases and provide guidelines for future research.

We are thankful to all the authors who submitted papers and the delegates for their participation and their
interest in CS&SE@SW as a platform to share their ideas and innovation. Also, we are also thankful to
all the program committee members for providing continuous guidance and efforts taken by peer reviewers
contributed to improve the quality of papers provided constructive critical comments, improvements and
corrections to the authors are gratefully appreciated for their contribution to the success of the workshop.
We would like to thank the developers of HotCRP, who made it possible for us to use the resources of
this excellent and comprehensive conference management system, from the call of papers and inviting
reviewers, to handling paper submissions, and communicating with the authors. And last but not least,
we are grateful to the SCITEPRESS team for their fruitful cooperation in preparing and publishing the
workshop proceedings.

Orken Mamyrbayev
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Natalia Morkun
Kryvyi Rih National University, Ukraine
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Kryvyi Rih National University, Ukraine

Serhiy Semerikov
Kryvyi Rih State Pedagogical University, Ukraine
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Algorithm and Model of Intelligent Classification for Optimizing the
Parameters of Beneficiation Technology

Andrey Kupin1 a, Dmytro Zubov2 b, Yuriy Osadchuk1 c and Vadym Saiapin1 d

1Kryvyi Rih National University, 11 Vitalii Matusevych Str., Kryvyi Rih, 50027, Ukraine
2University of Central Asia, 310 Lenin Str., Naryn, 722918, Kyrgyzstan

kupin.andrew@gmail.com, dzubovua@mail.ru, u.osadchuk@knu.edu.ua, ksn.vadim@gmail.com

Keywords: Optimization, Beneficiation Processes, Magnetite Quartzite, Intellectual Classification and Control.

Abstract: Based on the application of the classification control approach, a generalized algorithm for optimization of
beneficiation processes is proposed. The results of computer modelling of the classification optimization
process on the example of real indicators of magnetite quartzite beneficiation are presented. The results of
classification and evolutionary optimization procedures are compared. It was concluded that the proposed
intelligent classification method is able to determine the vector of settings and predict the TP beneficiation
with satisfactory accuracy. It is confirmed that the developed algorithms and control principles can be applied
to determine the required parameter values in modern ICS.

1 INTRODUCTION

The question of optimization of parameters of
technological process (TP) of magnetite quartzites
(iron ore) beneficiation in industrial conditions of the
mining and processing plant (MPP) for the purpose
of definition of settings of regulators as a part of
intelligent control system (ICS) is considered. The
multidimensional and multiconnected mathematical
model of TP, which is obtained as a result of the
identification procedure using the neural network
approach (Kupin and Senko, 2015), is considered to
be known. The relevance and general formulation of
such a task is presented in the works of the authors
(Bublikov and Tkachov, 2019; Kupin, 2014).

Various modifications of gradient algorithms are
now mainly used as search methods for multifactor
optimization of technological functions of targets,
optimal and adaptive automatic control systems
(AACS) (Morkun et al., 2018; Livshin, 2019).
However, it is well known that in the case of
poor conditionality of the optimization problem,
which is typical in the case of an attempt to
approximate technological functions (especially in
non-stationary processes), there are some problems

a https://orcid.org/0000-0001-7569-1721
b https://orcid.org/0000-0002-5601-7827
c https://orcid.org/0000-0001-6110-9534
d https://orcid.org/0000-0002-7415-5158

with the coincidence of the extremum search process
appear (Livshin, 2019). A good enough alternative to
this is the use of intelligent approaches: classification
control and evolutionary calculations (Rudenko and
Bezsonov, 2018; Trunov and Malcheniuk, 2018).

2 PROBLEM STATEMENT

Taking into account listed above, in the work
(Kupin, 2014) a combined ICS with multi-stage TP
beneficiation was developed. Features of the offered
decisions are a rational combination of approaches of
classification control and genetic optimization. The
purpose of this article is to develop a generalized
algorithm of intellectual classification, its research
by computer modelling and verification on the
principle of comparison with the results of genetic
optimization.

To implement the classification algorithm in terms
of TP beneficiation, we apply the problem statement
according to (Rudenko and Bezsonov, 2018). Let the
following categories be known in advance:

1) an alphabet of recognition classes for
technological situations in the form of a set

{
X0

m|m = 1,M
}
, (1)

which characterizes M functional states of TP and
let the class X0

l characterize the most desirable

Kupin, A., Zubov, D., Osadchuk, Y. and Saiapin, V.
Algorithm and Model of Intelligent Classification for Optimizing the Parameters of Beneficiation Technology.
In Proceedings of the 5th Workshop for Young Scientists in Computer Science and Software Engineering (CS&SE@SW 2022), pages 5-12
ISBN: 978-989-758-653-8
Copyright © 2023 by SCITEPRESS – Science and Technology Publications, Lda. Under CC license (CC BY-NC-ND 4.0)
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(search, close to ideal or quasi-optimal) state of
TP;

2) a training matrix of the type “object-property”,
which characterizes the m-th state of ICS in the
form

∥∥∥y( j)
m,i

∥∥∥=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y(1)m,1 y(1)m,2 ... y(1)m,l ... y(1)m,N

y(2)m,1 y(2)m,2 ... y(2)m,l ... y(2)m,N
... ... ... ... ... ...

y( j)
m,1 y( j)

m,2 ... y( j)
m,l ... y( j)

m,N
... ... ... ... ... ...

y(n)m,1 y(n)m,2 ... y(n)m,l ... y(n)m,N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(2)

i = 1,N, j = 1,n, where each row is an
implementation of the image

{
y( j)

m,i|i = 1,N
}

and
the column of the matrix is a training sample from
the technological database (DB)

{
y( j)

m,i| j = 1,n
}

;
N, n are the numbers of signs of recognition and
testing (sample size), respectively.

In the result of training it is necessary to build a
division of the feature space into recognition classes
Ω in order to optimize and stabilize the functional
state of the ICS. In our case, for TP beneficiation
according to (Kupin and Senko, 2015), the feature
space is formed on the basis of the state vector of the
system, which contains all the necessary previously
normalized indicators (regime, control effects, output,
etc.).

3 RESULTS

Based on the above statement of the problem, the next
procedure of intellectual classification will have the
following stages.

1. The algorithm of intelligent classification
begins to work in case of a special situation (state).
This state is fixed when the current values of the initial
indicators (qualitative or quantitative i-th stage) at the
current (k-th) step of the system yi(k) are significantly
different from the planned settings y∗i (k). That is,
none of the following conditions are met (or several
at a time):

| yi(k)− y∗i (k) |≤ ∆y ⇔





| Qi −Q∗ |≤ ∆Q

| βi −β∗ |≤ ∆β
| βxi −βx∗i |≤ ∆βx

, (3)

where Qi,βi,βxi are the current values of stage
productivity, the quality of the intermediate or
final product and the loss of useful in the tails,

respectively. In addition, the yield indicators (γi) can
be additionally taken into account as similar criteria
and separation indicators (εi). Q∗

i ,β∗
i ,βx∗i are the

corresponding setting values. ∆Q,∆β,∆βx are the
maximum permissible values of deviations between
the values of the settings and the corresponding output
values.

2. The main cause of special situations is
perturbations caused by constant fluctuations in the
quality composition and properties of primary raw
materials (charges) (Bublikov and Tkachov, 2019).
The peculiarity is that these effects in the conditions
of modern MPP are almost impossible to measure
accurately enough during the TP in real time.
Therefore, we apply the method of inverse prediction
using inverse models of short-term neural network
predictors (Kupin and Senko, 2015). For this purpose,
on the basis of the known values of the initial
indicators yi(k) from (3), obtained at the k-th step
of the system of the i-th stages, the corresponding
values of the input perturbations at the previous step
(k−1) are predicted. Thus, the inverse model for the
neuroemulator has the form

vi(k−1)≈ v̂i(k−1) =

NN−1




yi(k),yi(k−1), ...,yi(k− l1),
ui(k),ui(k−1), ...,ui(k− l2 −1),
vi(k),vi(k−1), ...,vi(k− l2 −1)


 ,

(4)

where NN(·) is nonlinear function that performs
neural network transformation (direct or inverse,
depending on the direction of study); l1, l2 are the
numbers of delayed signals at the input and output,
respectively.

The rest of the indicators, which are mode or
controlled, are determined by direct measurement by
appropriate means.

3. To implement the classification procedure, it
is necessary to form a sample of data for training
(parameterization) of the classifier. Such a sample is
formed on the basis of records of the technological
database, which is constantly updated during the
TP. Therefore, to improve the speed and quality
of training classifier with technological database
dimension MDB records is selected a limited cluster
with the number of CS records. In the process of
ISC, a neural network classifier is used, so the sample
size for training can be determined using expressions
from (Bublikov and Tkachov, 2019). Therefore, with
this in mind, the size of the cluster for classification
under TP beneficiation will be [180 ≤ CS ≤ 900]. If
this amount of information is not in the technological
database (for example, at the beginning of the ICS),
the classification is impossible.

The selection of the specified number of cluster
elements from the technological database is by the

CS&SE@SW 2022 - 5th Workshop for Young Scientists in Computer Science & Software Engineering
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method of the nearest neighbours based on the
analysis of vectors with a minimum value of the
Hamming radius (Rudenko and Bezsonov, 2018)

min
m

[
dm =

N

∑
i=1

(xm,i ⊕λi)

]
, (5)

where xm,i is the i-th coordinate of the reference
(current) state vector from (1); λi is the i-th coordinate
of an arbitrary vector from the technological database
that is a candidate for the cluster.

Therefore, as a result of a successful clustering
procedure, the CS of records (vectors) that are
closest (similar) to the current technological situation
according to criterion (5) will be selected for the
training sample (training cluster). In this case, as
alternative clustering methods the Kohonen network
or the principle of K-means may be used (Rudenko
and Bezsonov, 2018).

4. Synthesis and training of the classifying neural
network. Artificial neural networks today are one of
the most effective means for automatic classification
and clustering due to their sufficiently flexible
learning capabilities and generalization properties
(Kupin and Senko, 2015; Bublikov and Tkachov,
2019).

To solve the problem of classification (1) - (2), a
neural network based on a multilayer perceptron is
created (figure 1). The network contains 1-2 hidden
layers, the size of which is determined by setting up
the circuit empirically from a range of 18 ≤ nh ≤ 450
neurons in total (Bublikov and Tkachov, 2019).

As a learning algorithm in the scheme (figure 1)
used one of the varieties of the algorithm with
inverse error propagation. An example of a two-class
classification shows that the root mean square error
(MSE) does not exceed 0.4 (Class 1) and 1.2 (Class
2). This indicates a sufficient quality of classification.

5. The main task in the course of classification
(or classification optimization) of the current
technological situation is the final choice from the
cluster of the best vector (X∗), which satisfies the
following two conditions:

• according to the input features most corresponds
to the current technological situation in the cluster
X0

l on the basis of the statement (1-2);
• according to the corresponding initial indicators

from the technological database best of all
corresponds to the value of the global criterion
type (7).
Therefore, on the basis of these conditions we

obtain
X∗ = argexr

ū(k),v̄(k)
[J (y1(k+1),y2(k+1),y3(k+1))

= J(Q,β,βX )],
(6)

where the criterion J(Q,β,βX ) is selected by the
system or operator (technologist, dispatcher, etc.)
based on the modification of expression (7), for
example,

J(Q,β,βX ) =





Q → max
βmin ≤ β ≤ βmax

βmin
X ≤ βX ≤ βmax

X

, (7)

where Q is the output of the control stage or section;
β; βmin; βmax are the content of the useful component
and the corresponding restrictions (minimum and
maximum); βX ; βX

min; βX
max are the loss of useful

in tails and corresponding restrictions.
The value of the expression of the main (first)

local criterion in expression (7) may change in the
process of ICS on a marginal principle. For example,
Q → max, β → max, βX → min with restrictions on
the rest of the local criteria. Therefore, the ideal class
formed on the basis of (1-2) and (7) will have the form

X0
l :

∣∣∣y( j)
m,l

∣∣∣=
{

Qmax;βmax;βmin
X

}
, (8)

where Qmax the maximum value of the output
performance in the cluster.

With this in mind, the distribution function from
the current class analyzed in the classification process
will look like

S(X0
m) =





1(true), if
∣∣∣∣

y( j)
m,l−y( j)

m,i

y( j)
m,l

∣∣∣∣< δK i

0(false),otherwise.
, (9)

where
{

δK i|i = 1,N
}

is the limit values of control
tolerance fields for normalized recognition features.

After substitution (8) to (9) we obtain

S(X0
m) =





1,
[∣∣∣Qmax−Q

Qmax

∣∣∣< δQ

]
∧[∣∣∣βmax−β

βmax

∣∣∣< δβ

]

∧
[∣∣∣βmin

X −βX

βmin
X

∣∣∣< δβX

]

0

, (10)

where δQ,δβ,δβX are the limit normalized values of
fields of control tolerances on the corresponding signs
of recognition (productivity, quality, losses); ∧ is
logical conjunction operation.

Functions (9 - 10) take only two logical values
of value: 1 (true - true), if the current class belongs
(close) to the ideal (8) or 0 (false) – otherwise
(technological situation is far from ideal).

6. Making a final decision on the suitability
(or unsuitability) of the classification results. For
the successful implementation of the automated
neural network classification procedure, the following
conditions must be consistently met:

Algorithm and Model of Intelligent Classification for Optimizing the Parameters of Beneficiation Technology
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Figure 1: ICS classification neural network implemented in the environment of a specialized package of Neuro Solutions.

• the cluster for parameterization (training) of the
classifying neural network must contain not less
than the CS of vectors from the technological
database;

• if the precondition is fulfilled, it is necessary to
check the quality of classification on the basis of
calculating the value of the maximum measure of
control tolerance fields for normalized recognition{

δK i|i = 1,N
}

features defined (2) and allowable
forecast error ε f , which according to (Rudenko
and Bezsonov, 2018)

{
max [δK i]≤ δ∗K
ε f =

∣∣y(X∗)− y(X0
l )
∣∣≤ ε∗f

, (11)

where δ∗K , ε∗f are permissible values of tolerance
fields and forecast errors respectively.

• it is finally checked whether the obtained
classification solution X∗ can satisfy the global
criterion of type (9), especially by constraints
(second and third local criteria).
If all these requirements are met, the final decision

on the success of the classification procedure is
made (return code 0 – “successful”). Otherwise, the
classification is impossible or unsuccessful (returns
an error code other than 0).

7. In case of successful classification according
to the algorithm, the class closest to the ideal
development of the technological situation according

to the global criterion is selected as a potential
solution (9).

Consider a computer model of the classification
algorithm for decision-making in the ISC on the
example of one stage of TP beneficiation. To do this,
we use a sample of statistical indicators of the second
stage in the 14-th section of the ore beneficiation plant
(OBP) No. 2 Southern MPP (Kryvyi Rih, Ukraine)
(Telenyk et al., 2018).

Table 1 shows an example of the current
technological situation (state vector X) at a certain
point in time. All factors are divided into three
groups:

1) a perturbations – input indicators that are not
subject to regulation at the current (second) stage
(output for the previous first stage);

2) the control effects and regime indicators that may
change or be regulated at the current stage;

3) the initial indicators to be optimized in the ICS at
the current stage in accordance with (9).

Therefore, in the first step, according to the
above algorithm, the cluster elements are selected
according to the degree of their similarity (proximity)
to the current technological situation (table 1) on the
basis of criterion (7). Table 2 shows a fragment of
such a cluster, which was selected from the current
technological database. The total volume of the

CS&SE@SW 2022 - 5th Workshop for Young Scientists in Computer Science & Software Engineering
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Table 1: Instant sampling of indicators of the current technological situation.

№ Marking Explanation Value
1.1 d1,% Particle size distribution of the product at the output of the 1st stage by

class -0,074mm
48,57

1.2 Q1, t/h Processing (productivity) of the 1st stage of ore beneficiation 172,86
1.3 βnn1(β1),% Mass fraction (content) of total iron (magnetic) in the industrial product

of the 1st stage
47,64

1.4 βx1,% Loss of iron (mass fraction) in the tails of the 1st stage 12,98
1.5 γ1,% The yield of iron in the industrial product of the 1st stage 57,85
1.6 ε1,% Extraction (extraction) of iron in the industrial product of the 1st stage 85,28
2.1 C2,% Circulating load of the second stage 288,65
2.2 d2,% Particle size distribution of the intermediate product at the output of the

2nd stage of beneficiation by class -0,074mm
76,08

2.3 Ph2,% The solids content in the mill of the 2nd stage 76,85
2.4 ρk2,% The density of the pulp in the TP classification of the 2nd stage

(hydrocyclone)
17,43

2.5 ρc2,% The density of the pulp in the process of magnetic separation of the 2nd
stage

20,43

2.6 Bm2, t/h Water consumption in the mill of the 2nd stage 26,57
2.7 Bk2, t/h Water consumption in the hydrocyclone of the 2nd stage 102,86
2.8 Bc2, t/h Water consumption for magnetic separation of the 2nd stage 92,86
3.1 Q2, t/h Processing (productivity) of the 2nd stage of ore beneficiation 301,46
3.2 βnn2(β2),% Mass fraction (content) of total iron (magnetic) in the industrial product

of the 2nd stage
51,15

3.3 βx2,% Loss of iron (mass fraction) in the tails of the 2nd stage 10,17
3.4 γ2,% The yield of iron in the industrial product of the 2nd stage 65,74
3.5 ε2,% Extraction of iron in the industrial product of the 2nd stage 81,64
3.6 Q, t/h Productivity (average) for the processing of ore beneficiation 237,16
3.7 γ,% The yield of iron (average) for the processing of ore beneficiation 61,80
3.8 ε,% Extraction of iron (average) for the processing of ore beneficiation 83,46

Table 2: A fragment of a cluster with elements that best correspond to the current technological situation in the vector of input
indicators (perturbations).

№ d1,% Q1, t/h βnn1(β1),% βx1,% γ1,% ε1,% Criterion min[dm]
1 49,51 173,95 47,83 13,36 59,00 85,66 0,0802
2 48,98 178,73 47,59 12,88 57,56 85,18 0,0552
3 48,88 176,67 47,69 13,09 58,18 85,39 0,0433
4 48,82 179,67 47,55 12,80 57,31 85,10 0,0690
5 49,91 173,32 47,92 13,55 59,57 85,85 0,1123
6 49,62 175,61 47,76 13,23 58,61 85,53 0,0727
7 49,56 175,39 47,78 13,26 58,68 85,56 0,0744
8 48,94 171,89 47,93 13,57 59,61 85,87 0,0982
9 48,43 178,58 47,66 13,03 57,99 85,33 0,0416

10 48,55 171,03 47,98 13,66 59,90 85,96 0,1095

specified cluster, taking into account the requirements
(Bublikov and Tkachov, 2019) was CS = 250 records.

Therefore, the ideal class of initial (qualitative)
indicators, formed using the requirements (10) and
the data of table 3 will be as follows∣∣∣y( j)

m,l

∣∣∣=
{

Qmax;βmax;βmin
X

}
= {330;53,3;9,8}

To automate the classification process, a

multilayer neural network of direct propagation
is used (figure 2), which is implemented in the
Neuro Solutions as neurosimulator. On the basis of
sample data from the cluster (tables 2-4) training
(parameterization) of the neural network is carried
out (figure 2).

To reduce the number of recognized classes in
the classification process, it is necessary to rationally
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Table 3: A fragment of a cluster with elements that best correspond to the current technological situation in the vector of
output.

№ Q2, t/h βnn2(β2),% βx2,% γ2,% ε2,%
Limitation [min-max]

β2,% βx2,%
1 305,81 52,30 10,66 65,93 82,90 50,3-53,3 9,8-11,1
2 324,93 50,86 10,04 65,69 81,32 50,3-53,3 9,8-11,1
3 316,70 51,48 10,31 65,79 82,00 50,3-53,3 9,8-11,1

4* 328,69 50,61 9,93 65,65 81,04 50,3-53,3 9,8-11,1
5 303,31 52,87 10,91 66,02 83,53 50,3-53,3 9,8-11,1
6 312,47 51,91 10,50 65,86 82,48 50,3-53,3 9,8-11,1
7 311,58 51,98 10,53 65,88 82,55 50,3-53,3 9,8-11,1
8 297,56 52,91 10,93 66,03 83,58 50,3-53,3 9,8-11,1
9 324,34 51,29 10,23 65,76 81,79 50,3-53,3 9,8-11,1

10 294,15 53,20 11,05 66,08 83,89 50,3-53,3 9,8-11,1

Table 4: A fragment of a cluster with the corresponding elements according to the vector of control influences and mode
indicators.

№ C2,% d2,% Ph2,% ρk2,% ρc2,% Bm2, t/h Bk2, t/h Bc2, t/h
1 326,75 78,07 78,00 19,33 22,60 27,33 106,67 96,67
2 278,90 75,58 76,56 16,94 19,87 26,37 101,89 91,89
3 299,53 76,65 77,18 17,97 21,05 26,79 103,95 93,95

4** 270,38 75,13 76,31 16,51 19,39 26,20 101,03 91,03
5 345,86 79,06 78,57 20,29 23,69 27,71 108,58 98,58
6 313,97 77,40 77,61 18,69 21,87 27,07 105,39 95,39
7 316,19 77,52 77,68 18,80 22,00 27,12 105,61 95,61
8 347,32 79,14 78,61 20,36 23,77 27,74 108,73 98,73
9 293,27 76,33 76,99 17,66 20,69 26,66 103,32 93,32

10 356,73 79,63 78,90 20,83 24,31 27,93 109,67 99,67

Notes: where (*) is the class closest to the ideal on the basis of the analysis of values of initial (qualitative)
indicators; (**) is the corresponding vector of setting values (control effects and mode indicators) to ensure
quasi-optimal (close to ideal) output.

Figure 2: Neural network implementation scheme (3: 10:
1) for classification procedure.

choose the appropriate values of tolerance fields. This
can be done by varying the value of the tolerance and
its further study (figure 5).

As can be seen from figure 5 the number of classes
that are recognized linearly depends on the tolerance
values. This is evidenced by the linear trend, which is
determined on the basis of the known method of least
squares. The value of the coefficient of determination
R2 = 99.8% indicates a sufficiently high reliability of
the approximation.

Analysis of the results of intellectual classification

Figure 3: Report on the course of parameterization of the
classification process.

(figures 3, 4, 5) and table 5 indicates the sufficient
quality of such a procedure. Thus, when changing the
normalized average tolerance fields within 4-4.5%, it
is possible to determine with sufficient adequacy from
1 to 13 vectors with potentially quasi-optimal settings
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Figure 4: Report on the number of recognized classes in the
classification process.

Figure 5: Dependence of tolerance field values on the
number of recognized classes in the classification process.

Table 5: The resulting indicators of the adequacy of neural
network classification.

Marking (Input/ Output) S=0 S=1
1. MSE 1,49245E-10 3,78047E-07
2. NMSE 8,6783E-06 7,66892E-06
3. MAE 9,21927E-06 0,000205495
4. Min Abs Error 7,36317E-08 1,70942E-07
5. Max Abs Error 5,31987E-05 0,006554622
6. r 0,999995787 0,999996284
7. S=0 (rejected classes) 237 0
8. S=1 (classes are close
to ideal)

0 13

that are close to the ideal sample. In this case, based
on the application of the empirical linear dependence
of the trend, the quality of such a classification can
be significantly improved and brought to 1-3 samples.
The rate of convergence in the parameterization of the
circuit (figure 3) allows you to apply this approach in
real time.

Analysis of the results of the comparison of
dependencies (figure 6) shows their satisfactory
convergence. As expected, more accurate control
results are given by genetic optimization. On
the other hand, the classification approach has a
higher rate of coincidence. Therefore, both methods
have demonstrated the ability to determine the
required settings, both in the individual stages of TP

beneficiation, and for several stages simultaneously.
Depending on the quantity and quality of a priori
information in the technological database at the
current time it may be appropriate to use a certain
method. Therefore, the rational combination and
application in the ICS of two alternative strategies
(classification control and global optimization using
genetic algorithms) is appropriate and justified.

Figure 6: Comparative characteristics of the results of
classification and evolutionary optimization of the 3rd stage
of TP beneficiation of magnetite quartzites on productivity
(Q3) at restrictions on quality (β3) and losses in tails
(βx3): 1 – classification solution (Neuro Solutions); 2 –
optimization solution (NeuroShell2 + GeneHunter).

4 CONCLUSIONS

The analysis of results of computer modelling allows
to make certain generalisations in the form of such
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conclusions.

1. Intelligent classification using multilayer neural
networks and preceding cluster selection of the
training sample while ensuring the appropriate
number of cluster elements allows to determine
the vector of settings and predict the TP
beneficiation with satisfactory accuracy, which
relative error does not exceed the average
normalized tolerance field within 4-4.5%.

2. The results of computer simulation using
neurosimulators such as Neuro Solutions,
NeuroShell2 and genetic optimizer type
GeneHunter proved that the developed algorithms
and control principles using evolutionary
optimization methods, genetic algorithms and
automated intelligent classification can be applied
to the practical implementation of modern ICS in
conditions of complex multistage TP to determine
the required values of the settings.
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Abstract: The article describes the results of a study to determine the correct phrases in the Kazakh language. The
experiment consisted in the search and analysis of bigrams with frequent verbs, adjectives and nouns of the
Kazakh language. Applying a statistical method to corpus material allows researchers to quantify the data
obtained. The article provides an overview of MI, t-score indicators for calculating the strength of links within
phrases, including their main characteristics. The purpose is to study the combinability characteristics of these
lexical units, to correlate the results obtained on the basis of various association measures on different corpus,
to compare the most popular association measures.

1 INTRODUCTION

In the process of penetration of modern information
and communication technologies into all areas of sci-
ence, in particular, into philological science, the pop-
ularity of using linguistic corpora of texts in the study
of various aspects of the language is growing. In
recent years, a whole range of methodological stud-
ies has appeared in the methodological literature on
teaching schoolchildren and students the lexical and
grammatical side of a foreign language using vari-
ous linguistic corpora (Sysoyev, 2010; Chernyakova,
2012; Ryazanova, 2012). An analysis of this and
other studies shows that the authors have reached a
certain agreement on the conceptual content of the
term “corpus linguistics”. It refers to an organized
collection of texts selected and tagged according to a
specific methodology and presented electronically.

The main attention in our research is paid to the
corpus of parallel texts. In our study, we understand
the corpus of parallel texts as a type of corpus linguis-
tics consisting of a source text in one language and its
translation into another language or languages.

a https://orcid.org/0000-0002-4243-0928
b https://orcid.org/0000-0002-9826-0286
c https://orcid.org/0000-0001-7569-1721
d https://orcid.org/0000-0002-8627-1949
e https://orcid.org/0000-0002-5035-9076

This is a linguistic corpus of texts that allows you
to study lexical connectivity or the phenomenon of
word combinations in context.

Recently, in connection with the increasing need
for automated systems, much attention is paid to the
problem of automatic segmentation of word combina-
tions in texts. There are various statistical indicators
to evaluate the compatibility of words. Some dimen-
sions are called associative measures or association
measures. They allow you to calculate the strength of
the connection between the elements of word combi-
nations and are based on the frequency of these word
combinations and the individual words included in
them. Thus, it is possible to calculate some charac-
teristics of the stability of lexical units, which allows
them to be arranged on a conditional scale: from free
combinations to phraseological units. In total, there
are more than 80 measures to assess the strength of the
connectedness of word combinations (Pecina, 2009).

The article is organized as follows. Section 2 is
devoted to the literature review. Section 3 provides an
overview of the statistical method, Section 4 presents
the research methodology, and the final section dis-
cusses the research findings and suggests future plans.
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2 RELATED WORKS

Although the term “collocation” has recently come
into regular use, it occupies one of the most impor-
tant places in modern linguistics. In a broad sense, it
is a combination of two or more words that tend to
co-occur. Currently, collocations play a leading role
in lexicographic practice (Atkins and Rundell, 2008;
Kilgarriff, 2006). Recently, special collocation dic-
tionaries are being created abroad and in Kazakhstan
(Krishnamurthy, 2006; Smagulova, 2010; Zhanuzak
et al., 2011).

However, existing dictionaries of regular expres-
sions, firstly, do not contain their complete list, and
secondly, they often do it in an insufficiently consis-
tent manner. This is especially true for the Kazakh
language. Therefore, the relevance of works on auto-
matic detection of collocations from texts is undeni-
able.

Currently, we see several important application
tasks that require automated methods for extracting
collocations from large corpora of texts. In particu-
lar, these tasks include the creation of dictionaries and
other lexicographic tools, the creation of ontologies,
language learning, repair of linguistic processors, and
information retrieval.

Let us briefly discuss the concept of the word
combination. There are different definitions of this
concept. In general, many definitions of collocation
are based on the phenomenon of semantic and gram-
matical interdependence of phrase elements (Iordan-
skaya and Mel’chuk, 2007).

The term ”collocation” in the Russian scientific
literature was first used by Akhmanova (Akhmanova,
1996) in the Dictionary of Linguistic Terms. The first
work in Russian linguistics devoted to the study of the
concept of collocation in the material of the Russian
language was the monograph of Borisova (Borisova,
1995).

Kozhakhmetova et al. (Kozhakhmetova et al.,
1988) were worked on the problem of translation of
correct word combinations from the Kazakh language
to a foreign language without loss of meaning and
national-cultural aspect. The scholars published a dic-
tionary of some 2,300 regular expressions. It is effec-
tive to use in verbal translation, but we believe that it
would be more effective if the regular word combina-
tions were divided into meaning categories.

3 STATISTICAL METHOD

Nowadays the term “collocation” is widely used in
corpus linguistics, in which the concept of colloca-

tion is reinterpreted or simplified compared to tradi-
tional linguistics. This approach can be called statisti-
cal. Priority is given to the frequency of coincidences,
so word combinations in corpus linguistics can be de-
fined as statistically persistent phrases. In addition,
a statistically persistent combination can be phraseo-
logical and arbitrary. In recent years, a lot of research
and development on collocations has appeared, ad-
dressing both the theoretical aspects of a statistical ap-
proach to this notion and practical methods of phrase
detection.

This is the emergence of a large representative cor-
pus of texts, allowing to obtain reliable information
on the frequency of a particular combination in the
language as a whole. A high value of the frequency
of matches seems to indicate the stability of the com-
bination. However, this description is not sufficient
to talk about the preferred combinability of certain
words. Therefore, a number of statistical measures
(called “association measures”) have been created to
calculate the strength of the relationship between ele-
ments in a word combination. In general, these mea-
sures take into account both the frequency of match-
ing and other parameters, primarily the frequency in
a given corpus of each individual element.

However, statistics are not enough. The question
needs to be answered as to what other requirements
such statistically stable combinations should meet.

Most corpus managers are able to calculate the
frequency of occurrence of words or word forms and
the frequency of matches. Based on this data, there
are many measures of association.

The total number of these dimensions is counted
in dozens. The values of associative measures can be
seen as indicators of the strength of the syntagmatic
relationship between phrasal elements. See (Evert,
2004) for a description of the most common mea-
sures. MI, t-score is used more frequently than others.
Some case managers allow the calculation of these
measures.

The MI (mutual information) measure introduced
in (Church and Hanks, 1990) compares context-
dependent frequencies, such as randomly occurring
words in a text, with independent frequencies:

MI(n,c) = log2
f (n,c) ·N
f (n) · f (c)

, (1)

here: n – keyword (node); c – collocation; f (n,c) –
frequency of occurrence of keyword n paired with
collocation c; f (n), f (c) – absolute (independent) fre-
quency of keyword n and word c in the corpus (text);
N – total number of word uses in the corpus (text).

If the value of MI(n,c) is greater than a certain
value, then the expression can be considered statisti-
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cally significant. If MI(n,c) is less than zero, then n
and c are called complementary.

The t-score also takes into account the frequency
of occurrence of a keyword and its combination, an-
swering the question of how non-random the strength
of the association between the word combinations is:

t − score =
f (n,c)− f (n)· f (c)

N√
f (n,c)

(2)

4 IDENTIFICATION OF WORD
COMBINATIONS BASED ON
THE STATISTICAL METHOD

The aim of the work is a comparative analysis of dif-
ferent associative measures based on the corpus of the
Kazakh language. In addition, the dependence of the
results (the list of word combinations derived from
the same measure) on the text material (text type) is
investigated.

Our dataset includes a parallel Russian-Kazakh
corpus, which has been developed over three years
(Khairova et al., 2019), and an XML dictionary
of synonyms with criminally related vocabulary
(Khairova et al., 2021). The parallel Kazakh-Russian
corpus includes texts from four news sites of the
Kazakh information Internet space zakon.kz, cara-
van.kz, lenta.kz, nur.kz for the period from April 2018
to June 2021.

At the moment the volume of the parallel Kazakh-
Russian corpus is 3000 texts in Russian and 3000
in Kazakh, including two thousand texts containing
agreed Kazakh-Russian sentences.

We extracted the vocabulary for our XML dic-
tionary of synonyms manually from the English,
Ukrainian, Kazakh and Russian texts on criminal mat-
ters. Seven main thematic categories were identified
for the terms, Movement, Traffic Accident, Injure,
Offense, Arrest, Trial, PD. The choice of categories
was due to the fact that the information resources
from which the texts were taken contained the largest
amount of data on the three criminal areas of “Po-
lice”, “Transfer”, “Crime” and their aforementioned
subspecies. This made it possible to make our dictio-
nary narrowly focused. All terms were also divided
by parts of speech, i.e. only nouns, verbs, adjectives
and word combinations were included in the dictio-
nary. Figure 1 shows a fragment of the dictionary,
which now includes about 650 basic words (over 320
nouns, over 100 adjectives, about 170 verbs and 40
word combinations) and over 2500 synonyms. It is
currently still under active development.

Our study was based on the corpus of news texts
“nur.kz”, “zakon.kz”, “patrul.kz”, “caravan.kz”, “in-
form.kz”, which includes 857 texts.

Table 1 contains data for 15 word combinations
with word “police” sorted by value of MI parame-
ter. The columns of the table, in addition to the word
combination itself, show the following characteris-
tics: Freq Word 1 & Word 2 – frequency of matching,
Freq Word 1 – frequency of word combination, Freq
Word 2 – key word, MI – MI value, T-score – t-score
value.

The analysis of the data in table 1 (15 word com-
binations in total) shows that the ranks of the word
combinations obtained using different indicators do
not coincide.

It should also be noted that different dimensions
affect the frequency of the words composing a word
combination and the frequency of their combinabil-
ity. Thus, MI is considered to be sensitive to low-
frequency words, while t-score is useful for finding
high-frequency word combinations.

We compared the automatically generated word
combinations on different association indices with
data from different dictionaries. The mate-
rial served as collections of 2 nouns without
homonyms (sozdik.kz) and 1 adjective (Kazakh-
Russian, Russian-Kazakh Terminological Dictionary.
Jurisprudence).

We call the above word combinations “correct”.
Below are graphs showing MI values, t-score mea-

surements on the ordinate axis and bigram ranks on
the abscissa axis. Black colour indicates “correct”
word combinations from the dictionary “sozdik.kz”
(4, 10 ranks) and “Kazakh-Russian, Russian-Kazakh
terminological dictionary. Jurisprudence” (rank 7) in-
dicates an additional phrase found in the dictionary.

The same tendency is observed for all obtained
word combinations: the smaller the value of the
measure, the greater the probability that these word
combinations will not be registered as regular word
combinations in dictionaries of the Kazakh language.
Thus, we can say that the compatibility data given in
dictionaries corresponds to the data obtained on the
basis of associative measures.

As a result of the experiment, it seems important
to identify phrases that are not registered in any of the
dictionaries. The analysis of such word combinations
shows that the bigrams located at the top of the list by
degree of probability (sorted in descending order of
one of the dimensions) turn out to be stable, so they
can be included in the list.

As mentioned above, other statistical criterion
methods based on linguistic models should also work.
This idea has been adopted and implemented in the fa-
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Figure 1: The fragment of the multilingual synonyms dictionary.

Figure 2: Values of the MI measure for collocations with
the word “Police”.

Figure 3: Values of the t-score measure for collocations
with the word “Police”.

mous Sketch Engine (Kilgarriff et al., 2004). It yields
typical word combinations for a given keyword, on
the one hand, due to a syntax restricting the compat-
ibility of words in a given language, and on the other

hand, due to possible laws related to semantics and
linguistic origin.

It turns out that there are few “correct” colloca-
tions, but this is because the vocabulary we have been
relying on is too small, so it needs to be expanded.
We can say that a new vocabulary is needed, which
should contain various regular expressions.

The results of searching and identifying word
combinations of this type are useful for lexicogra-
phers who know how to select different examples for
dictionaries, and for linguists who study vocabulary
and syntax in a certain aspect.

5 CONCLUSION

When comparing the phrases obtained using statisti-
cal methods with dictionaries, the same tendency is
observed: the lower the value of the measure, the
more these phrases are not recorded in dictionaries
of the Kazakh language, and vice versa. Most of the
phrases recorded in dictionaries are at the top of the
list based on one of the measures of association. Thus,
it can be said that the data on stable compatibility
given in dictionaries coincide with the data obtained
on the basis of measures of association, or, in other
words, statistical measures of association better de-
termine the real semantic-syntagmatic relations.

A comparative analysis of different association
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Table 1: Values of associative measures for the word “Polisia”.

№ Collocation Word 1 Word 2
Freq

Word 1
& Word 2

Freq
Word 1

Freq
Word 2

Word in
Corpus MI T-

score

1 Patrúldik polısıa patrúldik polısıa 4 8 906 178645 6,62 1,98
2 Qarjy polısıasy qarjy polısıasy 3 8 906 178645 6,21 1,71
3 Polısıa jasaǵy polısıa jasaǵy 2 906 6 178645 6,04 1,39
4 Polısıa bólimi polısıa bólimi 12 906 40 178645 5,89 3,41
5 Polısıaǵa júginý polısıaǵa júginý 5 906 17 178645 5,86 2,20
6 Polısıa shaqyrý polısıa shaqyrý 7 906 27 178645 5,68 2,59
7 Áskerı polısıa áskerı polısıa 1 4 906 178645 5,62 0,98
8 Turǵylyqty polısıa turǵylyqty polısıa 3 13 906 178645 5,51 1,69
9 Polısıa qyzmetkeri polısıa qyzmetkeri 55 906 272 178645 5,32 7,23

10 Polısıa basqarmasy polısıa basqarmasy 57 906 294 178645 5,26 7,35
11 Polısıa qyzmeti polısıa qyzmeti 15 906 93 178645 4,99 3,75
12 Polısıa departamenti polısıa departamenti 40 906 323 178645 4,61 6,07
13 Polısıaǵa habarlasý polısıaǵa habarlasý 8 906 66 178645 4,58 2,71
14 Polısıa basshysy polısıa basshysy 9 906 94 178645 4,24 2,84
15 Polısıa kóligi polısıa kóligi 7 906 111 178645 3,64 2,43

measures carried out on a set of all data obtained for
different word classes shows the following.

The MI measure can give the best average result.
It makes it possible to distinguish between correct
phraseological collocations as well as collocations in
which proper names act as collocations, as well as
low-frequency special terms. The disadvantages of
using the t-score are primarily related to the fact that
it determines the frequency with collocations, in par-
ticular with auxiliary words. Therefore, in order to
“remove” the most frequent words for t-score, it is
necessary to set up a list of stop words whose com-
binations are always at the top of the table: auxiliary
words, pronouns or conjunctions. However, this also
applies to other dimensions.

Whether statistical measures should be taken into
account when searching for a lemma or a phrase
remains an open question. The structural syntac-
tic formulas and semantic constraints underlying the
phrases also need to be taken into account.

In the future it is planned to test the effectiveness
of the method on a large corpus.
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Abstract: The MVDR beamformer has more prominent solution and much better noise reduction and interference sup-
pression capability than the conventional beamforming method, which required that the associated microphone
array steering vector to sound source is accurately known. However, whenever the a priori information about
the direction of arrival of the interest signal is not imprecise, microphone mismatch or different microphone
sensitivities; the evaluation of MVDR beamformer is often degraded, thus speech distortion, which decreases
the speech quality, is unavoidable. For mitigating the drawbacks, diagonal loading has been imposed to en-
hance MVDR’s performance in terms of improving the signal-to-noise ratio (SNR) and removing background
noise. So diagonal loading has been a common widely used method to enhance the robustness of MVDR beam-
former. The inherent problem of diagonal loading is the choice of optimal parameter λ to increase the effective
working of diagonal loading in complex acoustical situation. In this correspondence, the author presented a
method for calculating the necessary parameter λ to improve the speech enhancement in dual-microphone sys-
tem. The illustrated experiment has proven the capability of considered technique via a numerical example.

1 INTRODUCTION

Separation and speech enhancement are the most pop-
ular challenging task in digital signal processing. In
real environment, target speech signal is often dis-
torted, cause: third-party speaker, noise, transport ve-
hicle, interference. Separation speech refers to the
task of saving the target speech speaker and suppress-
ing the unwanted different noisy environment. In
this context, speech enhancement is extracting one or
more target speakers, and mitigate the effect of an-
noying noise, interfering environment or reduce some
types of speech distortions due to reverberation, the
complex surrounding recording scenario. So that, the
terms of “signal enhancement” and “source separa-
tion” are very necessary in almost industry applica-
tion. Audio device, hearing aid, teleconference, com-
munication.

Conference has several speakers, which can be
considered as target source speech, that requires sep-
arating each component from a complicated mixture.
Moreover, speech enhancement is the most crucial
pre-processing for further speech application, such as:

a https://orcid.org/0000-0002-2456-9598

Figure 1: Extracting the desired speech is an essential task
in speech enhancement.

dialogue, speech recognition, distant remote, GPS,
surveillance device, video game. For dealing these
problems, the microphone array (MA) (Benesty et al.,
2008, 2016, 2017; Lockwood et al., 2004; Brandstein
and Ward, 2001) is used for using the advantage of
microphone array geometry, the spatial information
of direction-of-arrival (DOA), the coherence between
microphones, the characteristics of environment to
alleviate the effect of noise while saving the target
speaker. MA allows more input signals are multi-
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channel. The number of microphones has increased
in many applications in the last few years. Most of
telephone, tablets or hearing-aid require 2-3 micro-
phones.

Figure 2: The using of microphone array technology.

The enhancement capabilities of MA are often
higher than single-channel method. Because of the
designed spatial filter to extract the target directional
source speaker while eliminating all interference and
noise. MA exploit the spatial a priori information
about position, configuration user-defined of MA, dif-
ference of phase, more general the different acoustic
properties between MA to achieve the better noise re-
duction while keeping the target speech. In contrast,
the single – channel approach doesn’t have knowl-
edge of source or noise, so in results, the smaller qual-
ity obtained signal.

Minimum Variance Distortionless Response
(MVDR) (Pan et al., 2014; Ba et al., 2007; Erdogan
et al., 2016; Xiao et al., 2017a,b) has an attractive
performance, which is the most widely studied
and the basic to some commerce available acoustic
devices. MVDR utilizes the information of DOA of
target desired speaker for forming beampattern to-
ward this direction while minimizing the output noise
power. Based on the precise knowledge of interest
signal’s DOA, MVDR has ability of extracting the
only target directional useful speech component. In
practice, the DOA of target speaker if usually is not
determined exactly, due to many reasons: position of
MA, influence of interference or noisy environment,
that degrades seriously performance of MVDR
beamformer. A lot of research has been developed
to overcome this problem, by extending the region
where the target directional sound source can be
determined. In this paper, the author proposed the
using of diagonal method for solving the problem of
imprecise DOA of interest signal to improve speech
enhancement.

There are some research directions for enhanc-
ing the evaluation of MVDR beamformer. One of
the most important parameters is a steering vector,

which present the acoustic of sound propagation in
environment from the desired source to all element of
MA. More generally, a normalized of relative transfer
function (RTFs) (Gannot et al., 2001b,a) is used for
further signal processing. To improve performance
of MVDR beamformer, RTF may be measured a pri-
ori or based on knowledge of microphone properties,
room acoustic, speaker location, position.

However, in complex situation with presence of
microphone mismatches or error of preferred DOA,
the diagonal loading (DL) (Wu and Zhang, 1999;
Vorobyov et al., 2003; Lorenz and Boyd, 2005; Shah-
bazpanahi et al., 2003; Chen and Vaidyanathan, 2007)
technique is developed to address the problem of de-
graded performance of MVDR beamformer. DL tech-
nology is not only known provides the robustness,
which against the DOA mismatch but also to the im-
precise steering vector. Several research of DL have
been proposed to force the magnitude of final signal
in complex recording environment to exceed or equal
to the original microphone array signal. The one well-
known disadvantage of DL is the way of choosing the
exact parameters is still lacking.

In this contribution, the author introduces an im-
provement of MVDR beamformer (imMVDR) that
can be integrated into multi-microphone system for
extracting the target directional speaker while elimi-
nating all non-target directional noise or interference.

The rest of this paper is organized as: The next
section is the model signal of MVDR beamformer.
The proposed method, which use the diagonal tech-
nique is presented in section 3. The enhanced evalu-
ation of the suggested method is illustrated in section
4, a comparison the quality output signal between the
traditional MVDR beamformer (traMVDR) and im-
MVDR provides the robustness for separating inter-
ested speech source signal. Finally, concluding re-
marks and the future research of this approach are
conducted.

Hundreds of microphone phones have been used
for acoustic acquisition sound source from distance.
However, dual-microphone array (DMA2) is more
popular widely applied in almost speech application,
due to it’s simplicity, low computational load, com-
pact, and easily installed in almost audio equipment.
In experiment, DMA2 is used for verifying and illus-
trating the effectiveness of suggested method in term
of increasing the signal-to-noise ratio (SNR) in real
environment.
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Figure 3: The scheme of beamforming in the frequency domain.

2 THE MVDR BEAMFORMER

In a noisy acoustic recording situation, it is very im-
portance to capture the speech signal from target di-
rectional talker, therefore the only capable method is
using MA beamforming to acquire the desired sig-
nal. It is assumed that a DMA2 is used to record
speaker and acoustic environment. With f ,k index
frequency and frame, a target speaker S( f ,k) from
a certain direction θs, an unwanted noise V ( f ,k) are
captured by DMA2, the observed microphone signals
X1( f ,k),X2( f ,k) can be written by in the frequency
domain as:

X1( f ,k) = S( f ,k)e jΦs +V1( f ,k) (1)

X2( f ,k) = S( f ,k)e− jΦs +V2( f ,k) (2)

where e jΦs ,e− jΦs is the transfer function of target
talker relative to microphone 1,2 respectively. Φs =
π f τ0cos(θs),τ0 = d/c,d distance between two micro-
phones, c = 343(m/s) speed of sound propagation in
the air, τ0 is the time delay.

We denote XXX( f ,k) = [X1( f ,k) X2( f ,k)]T ,
DDD( f ,θs) = [e jΦs e− jΦs ]T , VVV ( f ,k) =
[V1( f ,k) V2( f ,k)]T with ()T indicates transpose
operator, equation (1-2) can be rewritten by:

XXX( f ,k) = S( f ,k)DDD( f ,θs)+VVV ( f ,k) (3)

The steering vector DDD( f ,θs) play a major role in
all MA algorithm. Due to, DDD( f ,θs) contains the in-
formation of DOA desired talker.

The digital signal processing is necessary to find
an optimum weight vector WWW ( f ,k), which ensures the
final output signal Y ( f ,k) approximate the original
signal S( f ,k):

Y ( f ,k) =WWW H( f ,k)XXX( f ,k) (4)

where ()H is the symbol of Hermitian conjugation.
MVDR beamformer is aiming to minimizing the

power of noise at the output without speech distortion,
therefore, the optimum problem is described by the
following equation:

min
WWW ((( fff ,,,kkk)))

WWW ((( fff ,,,kkk)))HΦΦΦVV ( f ,k)WWW ((( fff ,,,kkk)))

s.t. WWW ((( fff ,,,kkk)))HDDD( f ,θs) = 1
(5)

where ΦΦΦVV ( f ,k) = E{VVV H( f ,k)VVV ( f ,k)} is the covari-
ance matrix of noise. The optimum criteria of pre-
serving the target directional speech signal leads to
the solution:

WWW ( f ,k) =
ΦΦΦ−1

VV ( f ,k)DDD( f ,θs)

DDDH( f ,θs)ΦΦΦ−1
VV ( f ,k)DDD( f ,θs)

(6)

In realistic speech application, due to not avail-
able information about noise, the covariance matrix
of observed microphone array signals is used instead
of noise ΦΦΦXX ( f ,k) = E{XXXH( f ,k)XXX( f ,k)}. So, the fi-
nal optimum weight vector is:

WWW ( f ,k) =
ΦΦΦ−1

XX ( f ,k)DDDs( f ,θs)

DDDH
s ( f ,θs)ΦΦΦ−1

XX ( f ,k)DDDs( f ,θs)
(7)
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Figure 4: The scheme of MVDR beamformer.

ΦΦΦXX ( f ,k) =
{

E{X1
∗( f ,k)X1( f ,k)}∗1.001 E{X1

∗( f ,k)X2( f ,k)}
E{X2

∗( f ,k)X1( f ,k)} E{X2
∗( f ,k)X2( f ,k)}∗1.001

}
(8)

PXiX j( f ,k) = (1−α)PXiX j( f ,k−1)+αX∗
i ( f ,k)X j( f ,k) (9)

where ΦΦΦXX ( f ,k) is denoted by equation (8).
With the power spectral density,

E{Xi
∗( f ,k)X j( f ,k)} = PXiXi( f ,k) is calculated

as (9), where α is the smoothing parameter.

3 THE DIAGONAL
LOADING-BASED PROPOSED
METHOD

The matrix covariance ΦXX ( f ,k) is one of the most
common enhanced for enhancing MVDR beam-
former. Diagonal loading technique is an efficient
method for increasing the robustness of signal pro-
cessing and speech quality of the output beamformer,
while alleviating all surrounding background noise.
Matrix covariance

ΦXX ( f ,k)

is added λIII, where λ is unknown parameter in range
{0..1}, III is the unity matrix. The problem of de-
termining λ still the most challenging in speech en-
hancement.

As a result, the speech distortion often occurs in
frame, where the signal-to-noise ratio (SNR) high.
Due to, the necessary information of noise is more re-
quired than target directional speech, the author uses

the information the speech presence probability (SPP)
(Gerkmann and Hendriks, 2012a,b) and SNR to form
an appropriate value of λ.

λ = SPP( f ,k)∗ 1
1+SNR( f ,k)

(10)

where SPP( f ,k) was calculated from (Gerkmann and
Hendriks, 2012a,b).

In the scenario with these criteria: the speech
component of target speaker and noise are uncorre-
lated, the noise is the same and uncorrelated between
two microphones. An estimation of speech covari-
ance σ2

s ( f ,k) (Zelinski, 1988) can be expressed as:

σ2
s ( f ,k) =

Re{PX1X2( f ,k)+PX2X1( f ,k)}
2

(11)

where Re{.} is the mathematical operator, which gets
the real part.

And an estimation of noise covariance:

σ2
n( f ,k) =

PX1X1( f ,k)+PX2X2( f ,k)
2

−σ2
s ( f ,k) (12)

The temporal SNR( f ,k) is computed by:

SNR( f ,k) =
σ2

s ( f ,k)
σ2

n( f ,k)
(13)

From the equation (7), the denominator plays a
role as equalizer for MVDR beamformer. Therefore,
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the author proposed the modified MVDR beamformer
as the following equation:

WWW ( f ,k) =
(ΦΦΦXX +λIII)−1( f ,k)DDDs( f ,θs)

DDDH
s ( f ,θs)(ΦΦΦXX +λIII)−1( f ,k)DDDs( f ,θs)

(14)
The diagonal loading technique is suitable with

complex recording scenarios in presence of diffuse,
coherent, incoherent noise field or interference. With
an adaptive determined addition to covariance matrix
of observed data, the performance of beamformer will
rapidly adapt to the change of considered environ-
ment.

The next section will analyze the improvement of
the proposed technique for reducing speech distortion
and enhance speech quality.

4 EXPERIMENTS AND
DISCUSSION

In experiment, a DMA2 is used for recording the tar-
get directional speech talker in presence of surround-
ing noise, interference of real situation. The pur-
pose of this experiment is verifying the capability of
saving target directional speech in comparison with
the conventional MVDR. The distance between two
microphones d = 5(cm). The model of experiment
is illustrated in figure 5. The desired speaker stand
at the direction θs = 90(deg) relative to the axis of
DMA2. For further digital signal processing, the au-
thor used Hamming window, α = 0.1, FFT = 512,
overlap 50%, the sampling frequency Fs = 16kHz. A
measurement SNR (Ellis, 2011) is used for estimating
the speech quality of obtained signal. The configura-
tion of experiment is shown in figure 5.

Figure 5: The scheme of experiment.

The author will compare the waveform and energy
of microphone array signal and processed signals by

traMVDR, imMVDR to realize the effectiveness of
the proposed method. The observed microphone sig-
nal is shown in figure 6.

The obtained signal by traMVDR and imMVDR
are presented in figure 7, 8. The effectiveness of
the proposed method is preserving the original speech
component while mitigating all background noise. In
comparison with the convention MVDR, as we can
see, traMVDR removes noise, but the it’s weakness is
speech distortion due to several reasons. imMVDR
has deal it perfectly, and help keeping the original
speech signal. With an appropriate addition, which
has the information of speech presence probability
and the SNR, MVDR beamformer has achieved a bet-
ter result in extracting the target directional useful
speech signal while removing the background noise
or coherence noise. MVDR beamformer has the ca-
pability of minimizing the noise at the beamformer’s
output, but because of some reasons, such as the er-
ror of direction of arrival (DOA) of target speaker, the
microphone mismatches, the different sensitivities of
microphones, that degrade the performance of MVDR
beamformer. In figure 7, all of surrounding noise are
suppressed, but the beamformer has cancelled origi-
nal signal.

Therefore, as the following of diagonal loading
technique, the author has expropriated a small value,
which depends on the speech presence probability and
temporal SNR. The effectiveness of the proposed has
increased the amplitude of received signal. Figure 9
presents the energy of microphone array, traMVDR
and imMVDR. imMVDR reduces speech distortion
to 3.5 (dB).

The comparison in term of speech quality between
two output signals depicted in table 1. The speech
quality is increased from 1.8 to 5.4 (dB).

Table 1: The signal-to-noise ratio (dB)

Method Microphone traMVDR imMVDR
Estimation array signal

NIST STNR 9.5 24.0 25.8
WADA SNR 6.8 20.4 25.8

So, in the complicated environment, the suggested
diagonal loading technique has improved the per-
formance of MVDR beamformer and enhanced the
speech quality and intelligibility. The effectiveness
of imMVDR was verified and numerical result con-
firmed the capability of this approach, which uses
the information of speech presence probability and
instantaneous SNR. The obtained numerical results
have satisfied the aim of evaluated experiment.
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Figure 6: The waveform of the observed microphone array signal.

Figure 7: The obtained signal by traMVDR.

Figure 8: The obtained signal by imMVDR.

5 CONCLUSION

In many speech applications, such as hearing aids, au-
dio devices; extracting of desired speech signal is a
challenging problem from a mixture of corrupted sig-
nal with surrounding interference and different noise
at low SNR. The performance of microphone array
signal processing usually significantly deteriorated in
the presence of unwanted noise, different speaker or
complex recording scenario. Therefore, improvement

of diagonal loading is a promising method for enhanc-
ing MVDR beamformer to extract useful target signal.
This contribution presents an improved of diagonal
loading that takes into account the calculation of nec-
essary parameter. Objective experiment was carried
out to confirm the ability of suggested technique in
increasing of speech quality, noise reduction and the
signal-to-noise ratio from 1.8 to 5.4 (dB). The numer-
ical result has ensured that the proposed method can
be integrated into multi-microphone system. The es-
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Figure 9: The illustrated energy of microphone array signal and traMVDR, imMVDR.

timation of speech presence probability can be more
applied into several approaches to enhance the perfor-
mance of speech enhancement system.
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Abstract: High quality of transmitted signals is the most important task in communication when using mobile telephone,
even in complicated challenging situations with presence of third-party speaker, transport vehicle, diffuse noise
field, imperfect propagating of acoustic sound. Microphone array (MA) processing has become attractive
technology for noise suppression in acoustic audio device by utilizing the spatial information, the properties
of geometry MA, the direction-of-arrival (DOA) of interest signal without speech distortion of useful signal.
GSC beamformer is one the most popular method, which applied in almost acoustic device for extracting
target speaker and suppress noise from different directions. However, in realistic scenario, the error of phase
or microphone mismatches often lead to speech leakage in the reference signal, that significantly deteriorates
the performance of GSC beamformer, decrease the speech quality of final signal. In this paper, the author
proposed a spectral mask for alleviating the speech leakage at the output of BM block to improve speech
quality of GSC beamformer. Experimental results show the effective usage of suggested method (GSC-sp) in
comparison between conventional GSC beamformer (GSC-ctl) and GSC-sp. Numerical results ensures that
the author’s approach can be integrated into multi-microphone system for solving other complicated tasks in
practical situations and increases the signal-to-noise ratio to 2.3 (dB).

1 INTRODUCTION

Many acoustic devices in human life, such as stereo-
sound systems, hand-free mobile phone, hearing aids,
require an appropriate signal processing technique to
achieve the original desired speech signal while sup-
pressing as much as possible background noise or in-
terfering signal. The speech intelligibility or quality
indicates the degree of effective developed method. In
general, signal processing method or optimum tech-
nique are chosen based on the constrained criteria,
the characteristic of environment. Speech enhance-
ment is one of the most attractive problem by nu-
merous scholars. Saving the desired speech compo-
nent while removing noise is the essential task of all
speech enhancement system. The single-channel ap-
proach usually uses spectral subtraction, which con-
venient in suppressing noise, but leads to speech dis-
tortion.

In recent years, acoustic audio device has sig-
nificant increasing in numerous speech application.
However, the observed signal is frequently immersed
by unwanted acoustic noise, annoying interference,

a https://orcid.org/0000-0002-2456-9598

third-party talker, transport vehicle, house equipment,
fan, telephone. These above factors also effect and
deteriorate the speech quality and intelligibility of re-
ceived signal. Method, algorithm, technology digital
signal processing for assisted listening is desired to
increase the efficient of speech communication, sup-
press background noise, third-party talker, listener fa-
tigue to obtain hearing protection, listening comfort.
However, in real life, with several undetermined in-
terferences, noise sources; single-channel approach
can’t solve all necessary requirement for listening.

By utilizing array signal processing, beamform-
ing becomes a ubiquitous task for solving the above
problem. Otherwise, beamforming is used in radar,
astronomy, medical imaging or communication. The
usage of this beamforming helps dealing many com-
plex tasking and gives us the benefit of eliminating
noise without speech distortion. The spatial diver-
sity, which is the major advantage of beamforming,
uses a priori information of DOA, the distribution
of microphone array, the properties of surrounding
noise to obtain a significant noise reduction or a good
pre-processing step for further processing. Mean-
while, array processing can be applied additive post-
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filtering technique to improve the beamforming’s per-
formance. The designed microphone array with an
arbitrary geometry or precise microphone sensitivity
allow easily extracting the desired speech source and
suppress background floor noise.

Figure 1: The complex surrounding environment affects on
acquisition of target speaker.

MA (Brandstein and Ward, 2001; Benesty et al.,
2008, 2017; Elko and Pong, 1997) is use in a large
speech application. Because of, it’s compact, easy to
implement, exploiting of the spatial diversity, DOA, a
priori knowledge of environment, coherence between
two microphone signals.

Beamforming approach can be categorized as two
main directions: the fixed beamformer, where coef-
ficients are constant or defined according to the DOA
and adaptive beamformer, which has an adaptive filter
for obtaining the desired speech.

Figure 2: The significant benefit of using MA.

GSC beamformer is sufficient method for extract-
ing target direction speech talker while eliminating
background noise and immersing interference. This

beamformer has three main blocks: a fixed beam-
former (FBF), a blocking matrix (BM) and an adap-
tive filter to extract the desired speech component and
remove noise. The BM block play a major essential
role in signal processing, BM’s task is blocking the
desired speech target talker, passes the only noise. If
there are exits a little amount of speech leakage, then
the effectiveness of GSC beamformer will be dete-
riorated, the speech quality of the output signal de-
creased. In this article, the author suggested using a
spectral mask for suppressing speech leakage to en-
hance the evaluation of GSC beamformer.

The quality and intelligibility of the output sig-
nal by MA in presence of interference and surround-
ing noise can be improved by signal processing algo-
rithm.

The assumption of GSC beamformer is the BM
block must retain the only noise component at the
output and alleviate all desired useful signal. Herein,
the control of coefficient of BM and ANC block is
an important task in GSC beamformer. Usually, the
BM is preferred to extract noise and not allowed pass
through leakage signal, which often deteriorate per-
formance. An estimation of DOA to the conventional
GSC module, which improved the blocking matrix
and decreased the leakage of useful signal (Li and
Zhang, 2016). Khayeri et al. (Khayeri et al., 2011)
suggested using the linear constrained minimum vari-
ance (LCMV) beamformer to suppress speech leak-
age and enhance noise reduction and overall perfor-
mance. Utilizing the sound-source presence proba-
bility to combine with voice activity detection to en-
hance BM’s working (Yoon et al., 2007). In the fre-
quency domain, a similar GGC was outperformed to
Herbordt and Kellermann (Herbordt and Kellermann,
2021) to improve and increase the speech quality of
the output signal. In (Hoshuyama et al., 1998), the es-
timation of signal-to-interference ratio (SIR) obtained
by the output power of BM and FBF was used to con-
trol the coefficients of BM.

Dual-microphone system (DMA2) is one of the
most widely implemented MA for almost acoustic de-
vice, hearing aid, teleconference, mobile telephone.
In experiments, the author use DMA2 for illustrat-
ing advantage of the proposed method in speech en-
hancement. DMA2 with it’s compact, and easy to
implement with low computational load for process-
ing. Otherwise, a numerous of pre-processing and
post-filtering technique can be applied on DMA2 to
achieve high diversity and noise reduction.

The rest of this contribution is organized as follow.
In the next section, a brief of the principle working of
GSC beamformer are introduced. Section 3 introduce
the spectral mask, which help blocking the speech
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Figure 3: An implementation of MA in frequency domain.

leakage from the reference signal. Experiments with
target talker in presence of interference, background
noise and numerical results are expressed in section
4. Concluding remark, and the main ideal for further
research are introduce in section 5.

2 GENERALIZED SIDELOBE
CANCELLER BEAMFORMER

Almost microphone array algorithm implemented in
STFT domain. We denote some necessary parameters
for signal processing as: X1( f ,k),X2( f ,k) is the ob-
served microphone array signals on two microphones;
f ,k is the index of frequency and temporal considered
frame respectively. The scheme of GSC beamformer
is illustrated in figure 4. Two noisy signals can be
derived by the following equations:

X1( f ,k) = S( f ,k)e jΦs +V1( f ,k) (1)

X2( f ,k) = S( f ,k)e− jΦs +V2( f ,k) (2)

where S( f ,k) is desired target speech,
V1( f ,k),V2( f ,k) is additive unwanted noise in
microphone 1, 2; Φs = π f τ0cos(θs),τ0 = d/c,d is
the inter-microphone distance, c = 343(m/s) is speed
of propagation sound in the air, θs is the assumed
direction-of-arrival of interest useful speech.

The output of FBF beamformer Ys( f ,k) and BM
block Yr( f ,k) is algorithm delay-and-sum and method

subtraction signal after compensation phase. The for-
mulations of these signal can be expressed as:

Ys( f ,k) =
X1( f ,k)e− jΦs +X2( f ,k)e jΦs

2
(3)

Yr( f ,k) =
X1( f ,k)e− jΦs −X2( f ,k)e jΦs

2
(4)

The information of auto and cross power spectral
density of Ys( f ,k),Yr( f ,k) are very necessary for de-
termining an adaptive filter.

PYsYr( f ,k) = (1−α)∗PYsYr( f ,k−1)+
α∗Ys( f ,k)Y ∗

r ( f ,k)
(5)

PYrYr( f ,k) = (1−α)∗PYrYr( f ,k−1)+
α∗Yr( f ,k)Y ∗

r ( f ,k)
(6)

where α is the smoothing parameter, in range of
{0..1}.

The adaptive filter H( f ,k) = PYsYr ( f ,k)
PYrYr ( f ,k) help ex-

tracting the only desired target directional speech
while eliminating all surrounding background noise,
non-target signals. Due to the sensitivities of GSC
beamformer with the phase error, the performance of-
ten corrupted when microphone mismatches, impre-
cise position MA, or inexactly the direction-of-arrival
of useful signal. For increasing the robustness of GSC
beamformer, the author proposed a method, which
eliminate the component speech leakage to achieve
the only noise at reference signal.
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Figure 4: The scheme of GSC beamformer.

3 THE SPECTRAL MASK

The author’s ideal is the using of a priori SNR( f ,k)
to determine an appropriate spectral mask SM( f ,k)
for alleviating the speech component in the reference
signal.

The signal Yr( f ,k) will be multiplied by SM( f ,k)
to remove the retaining desired speech to enhance
GSC’s performance.

Y n
r ( f ,k) = Yr( f ,k)∗SM( f ,k) (7)

SM( f ,k) is a function, which exploits the coher-
ence between two signals and an estimation of the
signal-to-noise, is derived by:

SM( f ,k) = |ΓX1X2( f ,k)|SNR( f ,k) (8)

where

ΓX1X2( f ,k) =
PX1X2( f ,k)√

PX1X1( f ,k)∗PX2X2( f ,k)
(9)

PX1X1( f ,k),PX2X2( f ,k),PX1X2( f ,k) are the
auto-PSD, and cross-PSD of microphone signals
X1( f ,k),X2( f ,k) respectively.

With these assumptions, that the noise power is
the same on two microphones and uncorrelated, the
desired target talker and noise are uncorrelated. In
(Zelinski, 1988), the covariance of speech σ2

s ( f ,k) is
calculated by:

σ2
s ( f ,k) =

Re{PX1X2( f ,k)+PX2X1( f ,k)}
2

(10)

and noise covariance σ2
n( f ,k) as:

σ2
n( f ,k) =

PX1X1( f ,k)+PX2X2( f ,k)
2

−σ2
s ( f ,k) (11)

The temporal SNR( f ,k):

SNR( f ,k) =
σ2

s ( f ,k)
σ2

n( f ,k)
(12)

In coherence noise field, at the frame only noise,
the value ΓX1X2( f ,k)=1, so the spectral mask doesn’t
affect of these frames. But at the frame with presence
of speech, ΓX1X2( f ,k)< 1, so spectral mask SM( f ,k)
always less than 1, and the advantage of spectral mask
will suppress the remaining speech leakage. The re-
sult is the existing only noise component, without
speech. The spectral mask SM( f ,k) is used to elim-
inate the existing speech component in the reference
signal Yr( f ,k), and thus is to improve the final of GSC
beamformer.

In the next section, an experiment will be illus-
trated to verify the effectiveness of the additive spec-
tral mask.

Figure 5: The recording situation with DMA2.
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Figure 6: The waveform of microphone array signal.

Figure 7: The processed signal by GSC-ctl.

Figure 8: The processed signal by GSC-sp.

4 EXPERIMENTS AND
DISCUSSION

The scheme of DMA2’s performance was illustrated
in figure 5. The distance between two microphones
d = 5(cm).

All microphone array signals were transformed
into STFT domain by using NFFT=512, overlap 50%,
Hamming window. For further signal processing,

smoothing parameter α = 0.1 was used. The speaker
is stand at distance L = 2(m), the direction-of-arrival
θs = 90(deg) relative to the axis of DMA2. This
section is aiming to illustrate the effectiveness of the
spectral mask for reducing speech distortion and en-
hancing the obtained speech quality of the processed
signal. An objective measurement (Ellis, 2011) is
used to estimate the signal-to-noise ratio (SNR). A
comparison between the processed signal by the con-
ventional GSC (GSC-ctl) and the proposed method
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Figure 9: The energy of original microphone signal and signals, which processed by GSC-ctl, GSC-sp.

(GSC-sp) is derived for verifying the promising re-
sults.

The original signal, which captured by DMA2 is
shown in figure 6.

The processed signals by GSC-ctl and GSC-sp are
illustrated in figure 7, 8.

In was shown through the energy of original mi-
crophone signal and the results, which processed by
GSC-ctl and GSC-sp. GSC-sp achieves a substan-
tially higher speech quality by saving the original
speech source and therefore reducing speech distor-
tion than the conventional method. In the other
side, in overall performance, the proposed method in-
creased the speech intelligibility. In comparison with
GSC-ctl, GSC-sp reduce speech distortion to 5.5 (dB)
in figure 9. The signal-to-noise ratio (SNR) between
two processed signals is depicted in table 1.

Table 1: The signal-to-noise ratio (dB).

Method Microphone GSC-ctl GSC-sp
Estimation array signal

WADA SNR 6.56 18.4 20.7

In this paper, the author exploited the properties
of coherence between two microphones, the tempo-
ral SNR to form a precise spectral mask, which can
remove the remaining in the reference signal. The
speech quality was increased from 18.4 (dB) to 20.7
(dB). The effectiveness of a spectral mask for GSC
beamformer was verified and confirmed in reducing
the remaining component speech leakage in the refer-
ence signal of BM block, as a result, the speech qual-
ity of GSC beamformer was enhanced. This spectral
mask can be used in other speech equipment for deal-
ing the problem of suppressing background noise, in-
terference.

In numerous speech applications, such as speech
enhancement, automatic teleconferencing and speech
recognition, the recorded speech signals always be

corrupted by surrounding unwanted noise. The au-
thor’s approach requires less additive memories and
fewer mathematical operations, which doesn’t affect
on overall GSC beamformer. The proposed method
can be integrated in these applications for reducing
speech distortion and increasing the speech intelli-
gibility. The experimental results were verified the
effectiveness of the author’s technique in annoying
complex recording environment.

5 CONCLUSION

Adaptive beamforming is a challenge task in digital
signal processing by MA. However, the its evalua-
tion is too sensitive to any mismatches of direction
of arrival of interest signal, microphone sensitivities
and the distribution of MA geometry. In this contri-
bution, the author’s suggested method is devoted to
the task of increasing the performance of GSC beam-
former by using spectral mask to mitigate speech
leakage in the reference signal. This problem is in-
herent, which degrades overall speech quality and ro-
bustness of speech processing system. Simulation re-
sults show the capability of the proposed method to
solve the problem existing of speech components due
to phase error, microphone mismatches or different
level amplitude microphone array. As a result, the de-
veloped model validates the advantages of proposed
technique over the conventional GSC beamformer.
The remained speech leakage in the reference signal
was deal, and the improvement of speech enhance-
ment in term of the signal-to-noise ratio shows us that
the author’s approach can be further integrated into
other multi-channel for different speech applications.
In the future, the properties of surrounding environ-
ment will be studied for increasing the performance
of GSC beamformer.
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Abstract: Various speech applications such as speech separation, speech recognition, communication, teleconference,
hearing aids common use microphone array (MA) as front-end speech enhancement structure. By using the
spatial information, geometry of MA, the characteristic of recording environment, MA help overcome of
single-channel algorithm to suppress noise without speech distortion. A critical major component of MA
system is the beamforming technique, which forms beampattern to a certain target directional sound source
while alleviating different noise. Differential Microphone Array (DIF) is one of the most popular structure
is used in several speech application. DIF has a lot of advantages which own the capability of null-steering
beampattern to the noise source. In this article, the author proposes a method to enhance performance of DIF
for separating speaker in real dialogue conference. Experiment was illustrated in real situation and obtained
results show the effectiveness of the suggested method in comparison with the previous author’s work.

1 INTRODUCTION

In several speech communication systems, separation
target directional speaker of a mixture of interference,
noise and third-party speaker is a challenging prob-
lem especially in situation with complex surround-
ing noise and low SNR (signal-to-noise ratio) values.
In general, due to the above reason, the speech qual-
ity and speech intelligibility are often significant de-
graded. The necessary of communication is need to
improve speech enhancement, even in scenario of low
SNR is an importance research. Single-channel ap-
proach can’t adapt all requirement, because of it uses
spectral subtraction method, which lead to speech dis-
tortion of the final output. Therefore, MA technology
has been developed for dealing this problem. Nowa-
days, MA is used in almost speech applications, such
as speech recognition, mobile device, hearing aid,
teleconference, human-machine interface in order to
obtain an acceptable degree of speech quality from
any algorithms trying to mitigate background noise
and extracting desired speech. MA exploits the spa-
tial diversity, the priori of knowledge of the direction-
of-arrival (DOA), the properties of acoustic situation,
the characteristic of noise field to achieve a beampat-

a https://orcid.org/0000-0002-2456-9598

Figure 1: The complicated task of separating desired speech
source.

tern, which toward speech source and remove all of
noise.

Because of possibly changing recording scenario
and varying position of the noise source relative to
MA, DIF beamformer allows null-steering beampat-
tern to noise. In the previous work, the author sug-
gested an additive equalizer for enhancing separation

34
The, Q.
A Different Phase-Based Improved Performance of Differential Microphone Array.
In Proceedings of the 5th Workshop for Young Scientists in Computer Science and Software Engineering (CS&SE@SW 2022), pages 34-40
ISBN: 978-989-758-653-8
Copyright © 2023 by SCITEPRESS – Science and Technology Publications, Lda. Under CC license (CC BY-NC-ND 4.0)



Figure 2: The advantage of utilizing the MA beamforming.

each talker when using DIF.
G. W. Elko (Elko, 1997, 2000; Teutsch and Elko,

2001) formed a cardioid beampattern when combined
signal with compact spaced microphones. Therefore,
the directivity index of MA was increased.

The designing with small arrays and an appro-
priate geometry and associated beamforming algo-
rithms, which can pass all through bandpass speech
signals still a challenging problem to the scholars
(Barfuss et al., 2017a,b). Among different several
types of MA, DMA is the most suitable architecture
to measure differential of the sound target desired
speech , and more appropriate for achieving high di-
versity, high noise reduction, high directivity index
and invariant-frequency beampattern toward the di-
rection of talker (De Sena et al., 2012; Buck, 2002).
Recently, many efforts are successful with flexible
differential beamforming and robustness of DIF’s per-
formance are enhanced (Huang et al., 2020; Benesty
et al., 2019; Cohen et al., 2019).

An essential issue in differential beamforming is
steering flexibility in any direction of signal or noise.
Linear DMAs do not have much flexibility, due to the
beampattern varies with steering angle and the opti-
mum directivity factor occurs only in end-fire case
DMA. A numerous works are attempted to improv-
ing the flexibility of steering DMA’s beampattern. In
(Elko and Pong, 1997; Derkx and Janse, 2009), a
two-dimensions MA are utilized to steer the result-
ing beampattern in a certain number of directions.
First-order steerable DMAs (Wu et al., 2014; Wu and
Chen, 2016) are evaluated to construct a combina-
tion of monopole and dipoles using 4 microphones
square array. In (Benesty et al., 2015), uniform circu-
lar DMAs were performed to steering beampattern to
some wanted directions. Bernardini et al. (Bernar-
dini et al., 2017) suggested using DMA to steer
second-order with monopole and dipole. In (Huang
et al., 2017), a beamforming technique was evalu-
ated to design an approximately constant beampat-
tern, and has capable to steer between two directions

of the reference beams. In (Parra, 2005, 2006), a de-
signed method was suggested for forming invariant-
frequency beampattern for spherical array. In (Lai
et al., 2013), a broadband beampattern was presented
with arbitrary geometry of microphones for spherical
MA.

With a great obtained progress in designing steer-
able DMA’s beampattern with high directivity index,
good noise reduction, more robustness, and high ca-
pability of steering beampattern.

In this paper, the author continues to deal the
problem of separating talker when using the subspace
technique to reduce the remaining speech component
non-target talker at the output DIF beamformer.

The rest of this paper is organized as follow. The
next section presents model signal, advantage of DIF
and the previous author’s work. Section 3 introduce
how to use the information about phase error between
two microphones to form a post-filtering, which based
on Wiener filter. Section 4 described experiments
with two speakers, and a comparison between the pro-
posed method and the previous work. Concluding re-
mark and future work is presented in Section 5.

2 DIFFERENTIAL MICROPHONE
ARRAY

We will consider the DMA2’s working in STFT do-
main. DMA2 allows obtaining high diversity, noise
reduction, directional beampattern to target speech.
DMA2 have super directivity, small size and can
null-steering beampattern to the direction of noise,
which makes it possible to achieve high performance,
even in reverberation, noisy environment, and suitable
for almost acoustic equipment. The obtained effec-
tiveness of DMA2 is suppressing complicated back-
ground noise and extracting the target speaker.

The representation of two noisy microphone ar-
rays X1( f ,k),X2( f ,k) in the STFT domain as:

X1( f ,k) =S( f ,k)e jΦs (1)

X2( f ,k) =S( f ,k)e− jΦs (2)

where f ,k is the index of frequency and current con-
sidered frame, Φs = π f τ0cos(θs),τ0 = d/c,d is the
distance of two microphones, c = 343(m/s) is the
speech of sound propagation in the air, Θ is the
direction-of-arrival (DOA) of useful speech.

With a certain delay τ is added, we can obtain high
directivity beampattern toward two speakers. The
output signals, which are based on subtraction signal
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Figure 3: The MA signal processing in the frequency domain.

can be expressed as:

Y1DIF( f ,k) =
X1( f ,k)−X2( f ,k)e− jωτ

2
(3)

= jS( f ,k)sin(
ωτ0

2
(cosθ+

τ
τ0
)) (4)

Y2DIF( f ,k) =
X2( f ,k)−X1( f ,k)e− jωτ

2
(5)

=− jS( f ,k)sin(
ωτ0

2
(cosθ− τ

τ0
)) (6)

The directional two beampatterns, which received
from equation (3) - (6) are derived as:

B1( f ,θ) =|Y1( f ,k)
S( f ,k)

|= |sin(
ωτ0

2
(cosθ+

τ
τ0
))| (7)

B2( f ,θ) =|Y2( f ,k)
S( f ,k)

|= |sin(
ωτ0

2
(cosθ− τ

τ0
))| (8)

Stolbov et al. (Stolbov et al., 2018) proposed uti-
lizing an equalizer for preserving the useful signal at
the low-frequency band. The equalizer can be ex-
pressed as the following equation:

Heq( f ) =





6 0 Hz < f ≤ 200 (Hz)
1

sin( π
2

f
Fc )

200 Hz < f ≤ Fc

1 Fc < f ≤ 2*Fc
0 2*Fc < f

(9)

where Fc = 1
4∗τ0

. A constant threshold 12(dB) is de-
termined for Heq( f ). The final output signals are:

Figure 4: The beampatterns.

Y1( f ,k) =Y1DIF( f ,k)∗Heq( f ) (10)
Y2( f ,k) =Y2DIF( f ,k)∗Heq( f ) (11)

In many realistic scenario, the remaining noisy
component at the output signal often deteriorate the
speech quality of DIF beamformer. In the next sec-
tion, the author show an additive post-filtering, which
based on the priori information of DMA2.
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3 THE POST-FILTERING

An additive post-filtering, which based on the sub-
space technique is presented in figure 5.

Figure 5: The suggested post-filtering for DMA2 to sepa-
rate useful signal.

In the STFT-domain, with the assumption as the
noise magnitudes are equal for two microphones. The
different phase θk( f ) is defined as:

θk( f ) = arg(X1( f ,k))− arg(X2( f ,k))−2π f τ0 (12)

A major information that the different phase is al-
ways in range [−π..π]. In the frames, which contain
the speech component, θk( f ) tends to 0 and in the
noisy frame, θk( f ) tends to π or π.

The author proposed a post-filtering, which use
the a priori information θk( f ) as:

PF( f ) = cos
θk( f )

2
(13)

At the frames, in which the desired target speaker
exits, PF( f ) equal approximately 1 and will save the
speech component. Thus in, at the other noisy frames,
PF( f ) close to 0 and remove the interference or back-
ground noise.

At the final, the received output signal are deter-
mined as:

Y1out( f ,k) =Y1( f ,k)∗PF( f ) (14)
Y2out( f ,k) =Y2( f ,k)∗PF( f ) (15)

In the next section, the author illustrated and ex-
periment to very the useful of the proposed post-
filtering in compared with the previous author’s work
(Stolbov et al., 2018) by using a DMA2 to extract
the desired target talker while suppressing the inter-
ference.

4 EXPERIMENTS AND
DISCUSSION

The purpose of this experiment is enhancing the per-
formance, which based on the DIF beamformer. The

derived problem is alleviating the second talker’s
component while preserving target directional first
talker. A degree of suppression second speaker’s
speech component is calculated to confirm the
promising results. The scheme of experiment is de-
picted in figure 6. DMA2 with the inter-microphone
distance is d = 5(cm). The desired speaker talk while
the interference at the other opposite direction.

For calculating the spectral power density, some
parameters were used for transformed into STFT do-
main: Hamming window, NFFT=512, overlap 50%,
the sampling frequency Fs = 16kHz, smoothing pa-
rameter α = 0.1. A DMA2 was used for recording
speech from target talker at the direction θs = 0(deg)
in presence of unwanted interference, which stand at
the opposite direction θv = 180(deg).

Figure 6: The evaluated recording scenarios with two
speakers.

The waveform of the received signal was illus-
trated in figure 7.

In figure 8, the obtained processed signal by the
previous author’s work (Stolbov et al., 2018) and the
proposed method are illustrated in figure 9.

From these figures, as we can see that, the remain-
ing of speech component of the second talker is re-
moved to 5(dB) in comparison with (Stolbov et al.,
2018). The effectiveness of the proposed technique
was confirmed in suppressing the remaining speech
component of second talker while ensuring keep the
first second’s speech. This is the major advantage in
comparison with the previous work (Stolbov et al.,
2018).

So in this paper, the author exploits the different
phase approach to forming an additive post-filtering
to enhance the final desired target speaker. As can
be observed, the enhancement of suggested method
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Figure 7: The waveform of the capture microphone array signal.

Figure 8: The processed signal by (Stolbov et al., 2018).

Figure 9: The obtained processed signal by additive post-filtering.

was more significant realized than the work (Stolbov
et al., 2018). This technique can be applied into other
acoustic system.

DMA2 has the capability of impact, low com-
putation, easy implementation. These advantages
make DMA2 is commonly installed in almost acous-
tic equipments; therefore the demand of enhancing of
of high directivity, more robustness still exits. The
author use the available information about difference
phase to improve the previous work.

Separation of target speaker in complex environ-
ment, in which the third-party talker or background
noise existed, still a challenge to all scholars. The
use of the characteristics between two microphones

is the advantage of MA to improve the speech en-
hancement. Different phase is one of the most inter-
esting object for studying to improve the performance
of DMA2.

5 CONCLUSION

MA beamforming are now common installed in var-
ious range of acoustic applications such as cel-
lular phones, teleconferencing, speech recognition,
robotics, smart device, telephone hands-free. A
challenging task is perfectly separating speech each
speaker, which requires using model a suitable DMA.
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In this paper, the author suggested exploit the charac-
teristic subspace of microphone array signals to im-
prove and increase the robustness of DMA system
than the previous work. A knowledge of the power
target speech source used for post-filtering to suppress
the non-target different speaker without speech distor-
tion of target source. Numerical result was verified in
real scenario and confirm the ability of the proposed
method. Phase error approach can be further studied
in future for installing into multi-microphone system.
In the future, the author will investigate the property
of environment to enhance the performance of MA
algorithms.
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Abstract: Modern information technology creates new opportunities for quickly obtaining information about the status
and trends of diseases such as diabetes. This paper considers the task of automating the collection and analysis
of data on the condition of a patient. The object of the research is information technology for creating mobile
applications and mathematical models for calculating the optimal insulin therapy. The aim of the work is to
analyze the incidence of diabetes and the development of a software product for man-aging blood glucose
levels. We developed a self-control diary which is the main functional feature of the system. It allows users to
quickly obtain in-formation about the state and trends of the disease. Based on the accumulated daily data, it
is possible to take the necessary actions on time to improve the disease course. In the process of development,
the database was designed and mathematical methods were used to analyze the data. The module of the
analysis of the collected data for the specific period is developed. The results of the analysis can be obtained
by the following indicators: the average glucose blood level, the number of glucose measurements, glucose
deviations, the number of basal insulin injections, the number of hypo/hyperglycemia, the amount of bolus
insulin. In our work we used object-oriented design techniques, document-oriented databases, modern web
technology stacks for mobile application development and design of interfaces. The result of solving the
given task is a system of accumulation and systematization of statistical data on the course of the disease.
An automated diabetes control system has been designed and developed. Mathematical models were used to
calculate the glucose/insulin balance. The developed software can significantly improve the living standards
of people with this disease. The system was tested by patients with diabetes.

1 INTRODUCTION

Diabetes mellitus, commonly known as diabetes, is
a chronic disease characterized by high blood glu-
cose level over a prolonged period of time. This
leads to serious problems in various systems of the
human body, especially nerve endings and blood ves-
sels. Diabetes is a dangerous complication that leads
to disability. In low- and middle-income countries,
the prevalence of diabetes is growing faster than in
high-income countries.

Diabetes is one of the leading causes of blindness,
kidney failure, heart attacks, strokes and lower ex-
tremity amputations. From 2000 to 2016, premature
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c https://orcid.org/0000-0002-4937-3284
d https://orcid.org/0000-0002-4411-6465

mortality from diabetes increased by 5%. In 2019, di-
abetes be-came the ninth leading cause of death in the
world and is estimated to be the direct cause of 1.5
million deaths. According to the World Health Orga-
nization (WHO), the disease increases mortality by 2-
3 times and significantly reduces life expectancy. At
the same time, the number of patients increases annu-
ally in all countries by 5-7%, and doubles every 12-15
years (World Health Organization, 2022).

Diabetes is treatable. A healthy diet, regular phys-
ical activity, maintaining a healthy weight and ab-
staining from tobacco use can prevent or delay the on-
set of diabetes. The implementation of the mobile ap-
plication ”Automated Diabetes Control System” will
allow for more effective treatment, thereby improving
the course of the disease. Users will be able to keep
a diary of self-control, particularly to enter and edit
data of physical activity, taking medication and food;
view disease-based analytics based on input and sync
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data with an application server.

2 PROBLEM STATEMENT

Diabetes is a disease whose main symptom is a con-
stant rise of blood sugar level. In the human body, the
pancreas is responsible for stabilizing blood glucose
levels, producing the hormones insulin and glucagon,
which in-crease or decrease glucose levels. However,
patients with diabetes have pancreas malfunction in
combination with low insulin sensitivity. This leads
to fluctuations in blood glucose levels, in particular to
the appearance of both hyperglycemia (high glucose
concentration) and hypoglycemia (low glucose con-
centration). Therefore, there is a need to find treat-
ments that can improve the living standards of people
with this disease.

The main purpose of our research is to analyze
the problem of diabetes and to develop an automated
control system. The defined purpose determines the
following tasks:

• to define the basic metrics and ways of their re-
ception for the development of the mathematical
module of the system;

• to design the structural components and algo-
rithms of the system;

• to develop an automated disease control applica-
tion.

3 REVIEW OF THE LITERATURE

The article “Global and regional diabetes prevalence
estimates for 2019 and projections for 2030 and 2045:
results from the International Diabetes Federation Di-
abetes Atlas, 9th edition” evaluates the prevalence of
diabetes in 2019 and forecasts for 2030 and 2045. The
study was conducted on 255 qualitative data sources
from 138 countries. Data was taken from adults aged
20-79 years for the period from 1990 to 2018, the
forecasts are not comforting (Saeedi et al., 2019). Ac-
cording to the IDF diabetes Atlas, the global preva-
lence of diabetes in 2021 is estimated at 10.5% (536.6
million people) and may increase to 12.2% (783.2
million people) in 2045 (Sun et al., 2022).

Saeedi et al. (Saeedi et al., 2020) estimated the
number of deaths related to diabetes among adults
aged 20–79. Diabetes is estimated to cause 11.3%
of deaths worldwide. Using a model that has only
one glucose compartment in its structure, the authors
conducted a number of simulations: taking into ac-
count the peculiarities of glucose absorption from the

intestine, they improved the procedure for detecting
latent forms of diabetes and analyzed the optimal in-
sulin therapy for an automated dispenser (Lapta et al.,
2014).

Levkivskyi et al. (Levkivskyi et al., 2020) are in-
vestigated the algorithms of data mining, which on
the basis of rules and calculations allow the creation
of a model that analyzes data by searching for cer-
tain patterns and trends. Through the study of data
mining algorithms, models and methods have been
developed to determine the impact of some chronic
diseases on others. The developed methods were im-
plemented in the system of intelligent data process-
ing. The conducted research testifies to the prospects
of using methods of data mining to improve the qual-
ity of medical care for patients.

The research conducted by Bolodurina et al.
(Bolodurina et al., 2020) aims to develop and numeri-
cally solve the problem of optimal glycemic control
in patients with type 1 diabetes mellitus by insulin
therapy based on the conditions of optimality for non-
smooth systems with constant delay in the phase vari-
able.

In the article by Karpel’ev et al. (Karpel’ev et al.,
2015) the basic mathematical models of the biological
control system of plasma glucose concentration are
presented.

Palumbo et al. (Palumbo et al., 2013) offers a
method focused on the most important clinical / ex-
perimental tests conducted to understand the mecha-
nism of glucose homeostasis.

The dynamic behavior of a mathematical model,
confirmed by experimental data, is studied by Trobia
et al. (Trobia et al., 2022) which takes into account
the relationship between glucose and insulin concen-
trations.

Shabestari et al. (Shabestari et al., 2018) presented
a new mathematical model to describe the interac-
tion between glucose, insulin and β-cells. The results
showed that the system shows different behaviors un-
der different conditions and is able to explain the in-
teraction between glucose, insulin and β-cells.

4 MATERIALS AND METHODS

4.1 Methods and Metrics for Modeling
an Automated Diabetes Control
System

To develop a system of automated control of diabetes,
it is necessary to define and implement methods for
collecting input data on the patient’s condition in real
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time. These data can be divided into two groups:
streaming and constant. Streaming data require reg-
ular input and include blood glucose, alcohol, carbo-
hydrates, weight, insulin, time and date, place of ad-
ministration, physical activity, stress and illness. The
constant data include such indicators as age, gender,
type of diabetes.

Some of these data can only be obtained by man-
ually entering it by a patient, others can be obtained
automatically. Information about blood glucose can
be obtained in two ways:

• after measuring blood glucose with a glucome-
ter. A patient can either enter data manually or
synchronize data with the system using Bluetooth
technology (if supported by the meter);

• with a continuous glucose monitoring system.
The monitor measures blood sugar every 10 sec-
onds and records the average value every 5 min-
utes.

After measuring the weight, the patient can either
enter the data or synchronize the data with the sys-
tem using Bluetooth technology (if supported by the
scale).

Information about physical activity has a differ-
ent nature of collection, one of which is the synchro-
nization of data from an external device such as a fit-
ness tracker – a gadget that, in most cases, is worn on
the hand and has built-in sensors that monitor activity
during the day, including: number of steps, heart rate,
sleep, calories burned, etc. An analogue of a fitness
tracker is data collection using an application installed
on the user’s smartphone, or the user can simply enter
data about daily activity manually.

If the data is entered manually, also the time and
date are required to be entered. If the data comes from
other devices or applications, it already contains time
and date information.

For developing the mathematical module of the
system metrics and methods for obtaining them were
determined.

Sokol et al. (Sokol et al., 2014) proposed the prin-
ciple of applying mathematical modeling to calculate
optimal insulin therapy. Bhonsle and Saxena (Bhon-
sle and Saxena, 2020) analyze various mathematical
models – despite the large number of mathematical
models, they are all based on one of two original
basic models: the model of the oral glucose toler-
ance test (OGTT) developed by Beaulieu in 1961 and
the model of the intravenous glucose tolerance test
(IGTT) by Bergman-Kobelli (Bergman et al., 1979).
The Beaulieu model is narrow in use, in particular,
it is generally unsuitable for describing the exponen-
tial decline of the glycemic curve of IGTT. The main

disadvantage of the IGTT model, in contrast to the
Beaulieu model, is that insulin is an input variable,
the value of which is determined clinically.

The mathematical model proposed by Shirokova
and Shirokov (Shirokova and Shirokov, 2006) is
based on the ratio of glucose balance and insulin con-
centration in human blood over a certain period of
time and improved by Bolodurina et al. (Bolodurina
et al., 2020).

Therefore, the experimental determination of
glycemic characteristics of insulin is as follows:
knowing the initial level of glucose in the blood, as
well as its integral characteristics, it is possible to
choose the right amount of insulin.

4.2 Design and Developing the
Algorithms of the System

For design and developing the automated diabetes
control system functional requirements were defined:

• User registration and authentication must be pro-
vided in the system;

• Data storage: the system must store information
and allow the user to manage it;

• Keeping a diary of self-control: entering and edit-
ing data of physical activity, medication and food;

• Analytics review: the system should provide the
ability to review analytics for the selected period.

The algorithm of the automated diabetes control
system is presented in figure 1. First, the user gets
to the authorization screen, if he is registered, he can
immediately pass it and get to the main screen. Oth-
erwise, it is necessary to go through the registration
process by filling out a standard form, the entered data
are checked for validity and entered into the appropri-
ate collection in the database.

Once on the home screen, the user can immedi-
ately view the statistics. The user can also go to
the screen with analytics, where the information for
a specified period is displayed. To work with entries,
the diary screen with the functions of viewing, adding,
deleting and editing entries is available. It is possible
to set user settings, medication and glucose level. The
data entered by the user when making changes to the
settings or when working with diary entries are en-
tered into the database.

On the main screen it is possible to add a new di-
ary entry by clicking on the correspondent button. On
the opened modal window with a form current time
and date are passed. After the user enters the data, val-
idation and synchronization with the database are per-
formed and the user is redirected to the home screen
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Figure 1: Activity diagram.

and methods are called to update the statistics based
on the entered data.

The analysis of functional requirements allowed
us to identify the following entities of the developing
process. Figure 2 shows a class diagram.

Some classes shown on the diagram are described
below.

• Home – a class of the main screen of the applica-
tion. It has the following methods: ionViewDid-
Load – this method starts after loading the screen
and initializes the methods for updating statis-
tics, updateStats – updating statistics for the week,
dailyStats – updating statistics for the day, pre-
pareStats – preparing statistics for the week, filter-

ByDate – filtering diary entries by date, newNote
– create a new diary entry, getFormatedDate, get-
Time – get the date and time, showHelp – display
help information.

• Diary – a class for work with the screen of the
system. It has the following methods: ionView-
DidLoad – this method is started after loading the
screen and initializes the methods for updating the
list of entries, editNote – editing the entry.

• NewNotePage – a class for work with the modal
window of adding and editing entries. Its meth-
ods – showDatePicker, showTimePicker – display
forms for selecting the date and time, add, edit and
delete for making corresponding operations with
entries.

• Analytics – a class for work with the analyt-
ics screen. It has the following methods: ion-
ViewDidLoad – it is called after loading the
screen and initializes methods for analytics up-
date, updateAnalytics, prepareReport (analytics
data preparation), filterByDate (filtering entries
by date), getFormatedDate, setFormatedDate,
showDatePicker (getting and setting dates, date
selection form correspondingly).

• Settings – a class for work with settings.
• Insulin-settings and Glucose-settings are classes

for work with medicine and glucose settings.
They have the following methods: ionViewDid-
Load – the method is called after loading the
screen and loads the settings, ionViewWillLeave –
the method is called before closing the screen and
saves the changes in the settings.

• Personal-settings – a class for work with per-
sonal set-tings. The class has the following meth-
ods: ionViewDidLoad, ionViewWillLeave, show-
DatePicker.

• Login is a class for the user authentication screen.
It has a method login for user authentication.

• Register is a class for the user registration screen.
It has a method register for new user registration.

• SettingsProvider – a class for working with user
set-tings in the database. Its methods: getSet-
tings – to get set-tings from the database, update-
Settings – to update the settings in the database,
addNewUserSettings – to create a document with
the settings of a new user.

• NotesProvider – a class for working with user di-
ary entries in the database. Its methods are get-
Notes – to load all user entries from the database,
addNewNote – to add a new entry to the database,
editNote – to update the entry in the database,
deleteNote – to delete the entry from the database.
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Figure 2: Class diagram.
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Thus, the developed application has the function-
ality of making and editing entries in the system,
medicine selection, obtaining analytics, data synchro-
nization between devices, provided by the methods
of the components Home, Diary, NewNotePage, An-
alytics, Settings, Login, Register, Personal-settings,
Insulin-settings, Glucose-settings, SettingsProvider,
NotesProvider.

Functions in the class Analytics are used to per-
form analytics. The code snippet is below:
updateAnalytics() {
this.notesForAnalytics =
this.notesSortedByDate.filter(note =>
this.filterByDate(note,this.dateFrom,
this.dateTo));

let report;
let collectedData = {
noteCounter: 0,
glucoseCounter: 0,
glucoseSum: 0,
hiLowCounter: 0,
bolusInjectionCounter: 0,
basalUCounter: 0,
bolusUCounter: 0
}

this.notesForAnalytics.forEach(function
(noteScope, i, notes) {
noteScope.stats.forEach(function(note, i,
notesFromScope){
collectedData.noteCounter++;

if(note.stats.glucose){
collectedData.glucoseCounter++;
collectedData.glucoseSum +=
parseFloat(note.stats.glucose);
if(note.stats.glucose <
this.glucoseSettings.lowLevel
|| note.stats.glucose >
this.glucoseSettings.hiLevel){
collectedData.hiLowCounter++;

}
}

if(note.stats.bolus){
collectedData.bolusInjectionCounter++;

collectedData.bolusUCounter +=
parseFloat(note.stats.bolus);
}
if(note.stats.basal){
collectedData.basalUCounter +=
parseFloat(note.stats.basal);
}

}.bind(this));
report = this.prepareReport(collectedData);

if (i === 0){
if (noteScope.day === this.day) {

this.dayReport = report;
}
this.weekReport = report;
this.monthReport = report;
} else if ( i <= 6){

this.weekReport = report;
this.monthReport = report;

} else {
this.monthReport = report;

}
}.bind(this)); }

To store and access system information a database
was designed. It consists of three main collections
(User, UserSettings, UserNotes) (figure 3).

5 RESULTS

After starting the automated diabetes control system,
the login screen is shown, where the user must lo-
gin or register by clicking on the registration button.
After successful authentication the main screen is dis-
played (figure 4) with statistics of the main indicators
for the week and for the current day, namely: bolus
insulin per day, the amount of active bolus insulin at
the moment, the number of hypo/hyperglycemia for
the current day, average sugar level in seven days,
mean deviation of sugar in seven days and the amount
of hypo/hyperglycemia in seven days in percent. By
clicking on these indicators, the user can get reference
information (figure 4).

On the main screen there is a button to create
a new diary entry. By clicking on it a modal win-
dow with a form is opened. Navigation is carried
out through four tabs: Home screen, Diary, Analyt-
ics, Settings. On the screen of a diary (figure 5), all
entries sorted and grouped by date and time are dis-
played as rows of cards with entered metrics.

By clicking on any entry, a modal window is
opened to edit or delete the entry (figure 6). This
window has a form with all the necessary fields for
filling: medicine, food, activity, sugar level. The user
can also choose the time and date of the entry. In
editing mode of an entry, a button for deleting an en-
try appears in the navigation bar with a dialog box to
confirm the deletion of the record.

On the screen of analytics the user can choose the
desired period of a report, namely: one day, seven
days and thirty days. Also, the date can be specified
from which the data will be calculated (figure 7).

The screen with settings displays the user’s email
and a list of settings groups: personal settings,
glucose settings for adjusting glucose levels for
hypo/hyperglycemia, medication settings for choos-
ing medications. There is also a login button in the
navigation bar.
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Figure 3: Database schema.

Figure 4: Home screen. Reference information. Figure 5: The screen of a diary.
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Figure 6: The forms for creating and editing entries.

Figure 7: The screen of analytics.

6 CONCLUSIONS

It is estimated that diabetes is the cause of one in nine
deaths among adults aged 20-79. Prevention of dia-
betes and its complications is important, especially in
middle-income countries, where the current impact is
estimated to be greatest (Saeedi et al., 2020).

As a result of the research, an analysis of the prob-
lem of diabetes was conducted. The basic metrics
and methods of production of these metrics for the
mathematical module of the system are determined.
The functional requirements for the automated dis-
ease control system were analyzed. Algorithms of the
system functions were defined and described, the or-
der of interaction of classes during the execution of
the programing code was determined and the system

of automated control of diabetes mellitus was devel-
oped.

In the process of development and testing, we con-
sulted with doctors and took into account their recom-
mendations. The system has received positive feed-
back from diabetes patients who continue to use it.
The developed software product is ready for use.
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Abstract: The article considers the relevance of using a new intelligent robotic platform to quickly conduct basic re-
search on water quality assessment in reservoirs and analyze the relief of the reservoir bottom, preserving all
the data. The paper proves that using an intelligent platform for water analysis significantly facilitates the
research. Moreover, it increases the studied area of the reservoir. It simplifies the process of establishing the
correspondence of data to a particular place on the reservoir compared to classical methods of water quality
analysis in the reservoir. It describes the platform’s advanced design, which consists of a housing, a control
board, sensors, actuators such as servo motors and a brushless motor, a radio module, a GPS module, and a
motor speed controller. In addition, it illustrates the cutting-edge platform control panel. The article analyzes
a functional diagram of an intelligent robotic platform for water quality assessment and bottom topography. It
presents the study of the developed system carried out on the reservoir, the main idea of which was to study the
correctness of the system’s operation, evaluate the effectiveness of the conducted studies, and display water
quality sensors. The paper studies an ultrasonic sensor for measuring depth and sensors for water acidity and
temperature. It presents the outcomes of the developed monitoring system experiments that resulted in a map
of the reservoir’s bottom area and certain conclusions on water quality.

1 INTRODUCTION

Modern realities signify a rapid increase in consump-
tion and the amount of waste. Therefore the ques-
tion arises whether new digital technologies can com-
pensate for these changes. The answer is obvious: it
is necessary to look for new solutions that will help
solve the problem of climate change and contribute to
preserving the well-being of the entire planet.

Water pollution is the negative change in the phys-
ical, chemical, and bacteriological water properties
caused by an excess of inorganic substances (solid,
liquid, gaseous), organic, radioactive, or heat, which
limit or prevent the use of water resources for drink-
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ing and economic purposes.
Natural reservoirs, such as oceans, rivers, and

lakes, can self-purify. However, getting too many pol-
lutants into their system can cause irreversible dam-
age. Therefore, it all depends on the number of pollu-
tants.

Too many chemicals, bacteria, and other microor-
ganisms cause severe water pollution. Chemical, or-
ganic, and mineral substances form colloidal solu-
tions and suspensions. Natural factors determine the
chemical composition of pollutants, for example, the
decomposition of substances in soil and rocks, the de-
velopment and death of aquatic organisms, and an-
thropogenic factors.

Consequently, a robotic platform enables remote
analysis of water in the reservoir to measure the acid-
ity of water, its temperature, and the depth of the
reservoir. In case of acidity increase and water pollu-
tion detection, it will be possible to take a water sam-
ple from a particular reservoir area and carry out a de-

50
Tkachuk, A., Hrynevych, M., Vakaliuk, T., Chernysh, O. and Medvediev, M.
An Intelligent Robotic Platform for Conducting Geodetic and Ecological Surveys of Water Bodies.
In Proceedings of the 5th Workshop for Young Scientists in Computer Science and Software Engineering (CS&SE@SW 2022), pages 50-56
ISBN: 978-989-758-653-8
Copyright © 2023 by SCITEPRESS – Science and Technology Publications, Lda. Under CC license (CC BY-NC-ND 4.0)



tailed water analysis in the ground laboratory. More-
over, the floating platform takes real-time readings
from sensors and follows the executive mechanisms.
Thus, it detects the source of pollution and marks the
exact location by dropping a beacon in the highest
pollution concentration for further investigation of the
nature and pollution level.

Furthermore, the platform is a helpful tool for
training qualified economists and promoting the de-
velopment of environmental consciousness and mo-
tivation for transforming knowledge in behavioral
models.

2 THEORETICAL BACKGROUND

The problem of water pollution is becoming more
significant. Some “mobile” laboratories allow con-
ducting research in field conditions. However, it is
a long-term process that requires detailed preparation
and preliminary water sampling.

There are no absolute analogs of the system pre-
sented.

The automated surface platforms that are fully au-
tonomous or controlled are reviewed in (Dimitropou-
los, 2019; Brans, 2021; Rivero, 2022; Niiler, 2020;
Drăgan, 2021). Therefore, they are suitable for ex-
treme conditions to research in the ocean or transport
cargo along a specific, established route.

Sea Machines (Sea Machines, 2023) highlight an
autonomous self-piloting system, which allows re-
mote control of the vessel, receives information from
sensors on the user interface, and has a complete pic-
ture of the vessel’s state.

Li et al. (Li et al., 2020) suggested a spectral pro-
cessing method for analyzing the reflectivity of water
samples and applied machine learning methods to es-
timate water quality parameters.

Therefore, the investigation aims to develop an in-
telligent robotic platform for conducting geodetic and
environmental research, which will be easy to man-
age, “mobile”, and fast compared to similar systems.
Moreover, it will also allow us to quickly make sets
of water samples for more accurate and detailed anal-
ysis in the laboratory. In addition, it contributes to
an actual experiment to assess the robotic platform’s
effectiveness and the system’s correctness.

Koval’ (Koval’, 2015), Bezvesilna et al.
(Bezvesilna et al., 2017) describe modern sensors
for measuring acceleration and gravity anomalies.
However, they do not indicate the feasibility of using
them in the design of intelligent robotic platforms.

Various ways to control intelligent robotic plat-
forms are suggested in (Chung et al., 2018; Tedeschi

and Carbone, 2014). An example of a fuzzy neural
network and a Kalman filter to control a mobile robot
is provided. A stabilization algorithm with the ap-
plied close-loop control system, including an inertial
measuring unit as a feedback sensor, is delivered. A
Control system is applied to calculate the engine an-
gles to achieve stability on the inclined surface.

3 RESULTS

3.1 The Structure of the Intelligent
Robotic Platform

Zhytomyr Polytechnic State University scholars have
developed an intelligent robotic platform for geodetic
and environmental research. According to the criteria
of “cost-effectiveness” and mobility, the new system
will be the best among its known analogs. The design
of the robotic platform (figure 1) consists of the fol-
lowing main elements: body; control unit (1), which
includes a microcontroller based on an Arduino Nano
board (2), a radio module (3), a JSN-SR04T-2.0 sen-
sor control board (4), a PH-4502C module to which
a water acidity sensor is connected (5); collectorless
engine (6), its cooling jacket (7), engine regulator (9)
connecting clutch (24) for transferring rotation from
the engine shaft to the deadwood shaft (23), which in
turn is connected to the propeller (22) ); the system is
powered by a battery (8); servomotors (10), (11), (12)
and (13) are used as cargo compartment drives (25)
and (26), steering wheel drive (21) and water intake
mechanism drive; sensors for temperature (14), acid-
ity level (15), ultrasonic for measuring the distance
from the bottom of the platform to the bottom of the
reservoir (16), distance sensor (27); navigation of the
platform is provided by the GPS module (28) and the
antenna (29); overall emitters (17) – (20) help in driv-
ing in the dark.

The platform equipment is powered by a Turnigy
Li-Po 7.4V 5300mAh 2S2P 25C battery, which al-
lows you to use the robotic intelligent platform for
a long time and provides the necessary power supply
voltage for the correct operation of the system. An
Arduino Nano board built on an ATmega328 micro-
controller was chosen as the control device. It is com-
pact and enables all the tasks set in this project. For
remote data transmission and platform control, the
NRF 24L01P+ radio module is used, ensuring good
signal reception and transmission quality at a distance
of up to 1 kilometer. Furthermore, the following sen-
sors receive data about the environment: ultrasonic
distance sensor JSN-SR04T-2.0, which provides mea-
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Figure 1: Structural elements of the robotic intelligent platform (a) the robotic platform (b).

surement of the distance from the swimming plat-
form to the bottom of the reservoir and thereby al-
lows displaying a map of the topography of the bot-
tom by constructing a graph based on the data re-
ceived from the sensor, as well as measuring depth
in a specific place of the reservoir and make a pre-
liminary calculation of the water volume of the reser-
voir; the DFRobot ADC151 water acidity sensor is
used to analyse water quality, which helps to explore
and determine the acidity of water almost instantly;
to measure the water temperature, a DS18B20 digi-
tal sensor is used with the function of an alarm sig-
nal for monitoring the temperature and the range of
the measured temperature from 55 to +125 °C; the
Sharp GP2Y0A21YK0F infrared distance sensor was
used to determine floating obstacles that may appear
in the path of the platform; to determine the exact lo-
cation of this system and further build a map of the
bottom and link the received data to exact coordi-
nates, the GPS module GPS NEO-6M SMA + IPEX

and the active antenna ANT GPS BY-GPS-07 SMA-
M were used to increase sensitivity and increase the
ratio “signal-to-noise” and reducing the impact of in-
terference. The executive mechanisms are in the form
of MG995 Tower Pro and MG996R-180 servomotors,
which are necessary to implement the water collection
mechanism for its further in-depth analysis, as well as
to ensure the movement of the swimming platform in
the required direction and to unload the cargo placed
in two cargo compartments on top of the platform.

3.2 Control Panel

We developed the control panel for the platform by
modernizing the existing panel, the structural diagram
of which you can see below.

Control is carried out by the Arduino Nano board,
which provides data processing. Moreover, it per-
forms the control device function and ensures data
processing from the GPS module and their recording

CS&SE@SW 2022 - 5th Workshop for Young Scientists in Computer Science & Software Engineering

52



Figure 2: Structural diagram of the remote control panel.

on a flash drive.
Sticks are employed to control the platform re-

motely; buttons are used to drive the cargo compart-
ments and activate the water sampling system. LEDs
are used to display the status of the system.

The control panel receives and transmits data via
the NRF 24L01+ radio module. The received sensor
data from the radio module are processed by the con-
trol board and displayed on the OLED display of the
control panel.

3.3 Algorithms of System Operation

For the operation of the robotic intelligent platform, it
is necessary to organize the synchronous operation of
the swimming platform and the remote control (data
reception and transmission). First, according to the
system’s algorithm (figure 3), the controller ports are
configured, and the input data is zeroed. In this case,
the transmitter considers the robotic intelligent plat-
form, i.e., the initiator of the data exchange. Then
a request is sent to the air to connect to the control
panel. If there is no response, a cyclical request to
connect to the control panel is sent again. If there is a
connection and a signal is received, a response occurs
to work on exchanging data with the remote control
and checking the necessity of continuing work. If the
work is finished, the cycle ends. If the system contin-
ues, cyclical work with the remote control takes place
until the work with the remote control is finished.

The control panel operations algorithm (figure 4)
begins with initialization. Then, the remote control
acts as a receiver. Therefore, there is a wait for a free
request on the air to connect to the robotic intelligent
platform. In the absence of active requests, there is
a cyclic wait for a connection request. In the case of

Figure 3: The basic algorithm of the robotic intelligent plat-
form.

a connection and receiving a signal, it is essential to
exchange data with the platform and check the need
to continue work. If the work is finished, the cycle
ends.

3.4 Features of the System

When activating the data recording system for build-
ing a three-dimensional model of the reservoir bot-
tom, the system activation is checked, the GPS mod-
ule and the SD module are launched, and their set-
tings for operation are performed. The GPS module
needs time to connect to satellites and determine its
coordinates. Therefore, determining the coordinates
of the robotic platform location takes time. Then a
file is created to make further recordings of the depth
sensor data and the corresponding coordinates. In ad-
dition, a timer is started, which is set to 10 minutes
by default. During this time, the data will be recorded
in the created file. Next, the coordinates and depth
are cyclically read. Finally, this data is written to a
file with an interval of 30 seconds during the time set
by the timer. This data file is the basis for construct-

An Intelligent Robotic Platform for Conducting Geodetic and Ecological Surveys of Water Bodies

53



Figure 4: The basic algorithms of the control panel.

ing a wavelet diagram of the reservoir bottom section.
If the data recording system is activated again, it is
checked whether the coordinates of the module are
determined, and the work continues in the cycle. Oth-
erwise, the reactivation of the system is expected.

With the help of radio modules, such data as con-
trol signals from the remote control are transmitted.
They are responsible for the movement of the plat-
form, turning on/off the dimensions, and collecting a
water sample for deeper analysis. In addition, there
is a data transfer received from sensors, namely water
acidity level, temperature, depth, coordinates of the
platform location, and battery charge level.

To create a map of the bottom relief, first of all, it
is necessary to collect data on the depth of the reser-
voir using an ultrasonic distance sensor JSN-SR04T-
2.0. Then, two more parameters are needed to build
a three-dimensional model. One of them is time, and
the other is coordinates, the determination of which
is performed using GPS data of the mobile platform
location on the reservoir. Finally, when conducting
research, it is necessary to choose a site on the reser-
voir and, moving through the reservoir step by step,
receive data from the depth sensor and coordinates

at these points, respectively, and write this data to a
file on the platform of the RPi 3B+ mini computer in-
stalled on the mobile platform.

3.5 Data Processing

The MATLAB system was used to process the data
and build a three-dimensional relief model of the bot-
tom of the reservoir, namely the Wavelet Toolbox,
which provides functions and applications for analyz-
ing and synthesizing signals and images. The tool-
box includes algorithms for continuous wavelet anal-
ysis, wavelet coherence, synchrosqueezing, and data-
adaptive time-frequency analysis. Using continuous
wavelet analysis, it is possible to study how spectral
functions evolve with time, identify common time-
varying patterns in two signals, and perform time-
localized filtering. Discrete wavelet analysis helps to
analyze signals and images in different extensions to
detect discontinuities and other defects that are not
easily visible in the raw data. In addition, it is possi-
ble to compare signal statistics on multiple scales and
perform a fractal analysis of the data to reveal hid-
den patterns. Finally, with the Wavelet Toolbox, you
can obtain a sparse representation of data valid for de-
noising or compressing data while preserving impor-
tant features. Many toolbox functions support C/C++
code generation.

Figure 5: Recorded data from a flash drive.

The investigation results prove that using wavelet
transformations at the given stage of work is not en-
tirely appropriate. Undoubtedly, it is necessary to
follow a clear route to use wavelet transformations.
For instance, it is crucial to select the coordinates of
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Figure 6: Intelligent robotic platform movement route and two-dimensional depth plot.

Figure 7: Three-dimensional model of the bottom of the
reservoir.

a specific section, which are autonomously traversed
robotically by the platform at the same speed, the
same passes, and exclude measurement errors due to
the influence of external factors.

4 CONDUCTING AN
EXPERIMENT

Before the experiment, the platform and all elements’
efficiency were thoroughly checked. Then, a shallow

Figure 8: Changes in water acidity in the reservoir.

Figure 9: Water temperature changes in the reservoir.

water body was chosen for the test launch of the in-
telligent robotic platform and the necessary data col-
lection. Finally, a route with different trajectories was
traversed, and sensor data were recorded, which was
the primary aim of the research.

All the research data is recorded in a file stored on
a flash drive. It is convenient for further processing

An Intelligent Robotic Platform for Conducting Geodetic and Ecological Surveys of Water Bodies

55



and analysis. Some recorded data is shown in figure 5.
The GPS module determines the current location

and indicates the exact time regarding the location in
specific coordinates. The data analysis makes it possi-
ble to build a map of the intelligent robotic platform’s
route and a two-dimensional depth graph (figure 6).

Furthermore, a three-dimensional model of the
reservoir bottom was built based on the platform’s
route data and measured data at specific points along
the route. However, it is not highly detailed, as it con-
siders only the specified points of the route. Thus, to
increase its informativity, all intermediate points must
be filled with relevant data (figure 7).

According to the readings of the temperature and
acidity sensor at each determined point of the robotic
platform route, graphs of changes in these values were
built (figure 8, 9).

5 CONCLUSIONS

The research introduces a new intelligent robotic plat-
form for geodetic and ecological studies of water bod-
ies. It helps assess water quality and measure a wa-
ter body’s depth. It provides a detailed layout of all
structural elements, describes the methodology, and
clarifies further data processing. Sensitive system ele-
ments such as temperature, water acidity, and distance
sensor were chosen, which meet all platform instal-
lation requirements. Finally, it investigates the effec-
tiveness and correctness of the system performance on
a natural reservoir (a river and a lake). Furthermore,
all necessary measurements were taken, including a
water sample. Based on the results, conclusions were
made about the water quality in the reservoir. More-
over, three-dimensional models of the studied bottom
area and graphs of changes in the values (tempera-
ture and acidity) were constructed. In addition, the
research highlights the problem of using a wavelet di-
agram to describe the area of the reservoir bottom.

The installation has a set of functions, which can
be increased in the future, for example, adding the
function of work autonomy at specified points, which
contributes to building a full-fledged detailed map of
the reservoir bottom. In addition, the article considers
the possibility of a more detailed analysis of water
locally.
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Abstract: The research is aimed at monitoring drill string vibrations as an element of automatic control of the drilling
process. To reduce negative impacts of vibrations occurring in the drill string at deep drilling of hard rocks, a
mathematical model is proposed to consider parameters of the drilling process and predict the penetration rate.
The following parameters are used as input variables when studying drilling data: weight-on-bit, rotations per
minute, torque, mechanical specific energy, longitudinal, transverse and torsional vibrations. In this study,
the rate of penetration is used as a resulting variable. Considering these parameters, a mathematical model of
the drilling process is formed on the basis of adaptive neural-fuzzy inference structures. The accuracy of this
model is 95.56 %.

1 INTRODUCTION

Deep drilling of hard rocks causes strong vibrations in
the drill string associated with a reduced rate of pene-
tration (ROP) and early failure of equipment (Cobern,
2003; Morkun et al., 2015c). The only available
method of limiting vibrations during drilling is to
change the rotary speed or weight-on-bit (WOB). Yet,
these changes often reduce drilling efficiency.

There are a number of vibration sources in a
drilling rig that can potentially reduce the mechani-
cal rate of penetration and cause vibrations damag-
ing sensors and clamps. These include, in particular,
shock vibrations from bit cones and blades (Morkun
et al., 2015c; Golik et al., 2015). There are sev-
eral cones on the bit which make the string vibrate
when moving. Vibration frequency is a multiple of
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the speed of the bit blades.
Besides, in drilling there is a direct precession –

lateral vibration – caused by imbalance in the drill
string (Cobern, 2003; Morkun et al., 2015b). The
imbalance can occur due to peculiarities of machin-
ing drill collars or due to their curvature, these caus-
ing lateral vibrations along the drill string. The re-
verse precession is caused by friction between the
drill string and the borehole. If there is a sufficient
contact effort and rotary speed, couplings begin to ro-
tate around the borehole counterclockwise with the
friequency that depends on the external diameter of
the couplings and that of the borehole. This creates
an imbalance effort on the drill string. Excitation is a
multiple of the motor speed multiplied by the number
of rotor blades.

In addition, the stabilizers have blades in contact
with the borehole (Cobern, 2003; Deng et al., 2021).
The resulting excitation is a multiple of the rotary
speed multiplied by the number of blades. Straight
blades cause greater vibration than inclined ones. The
stick-slip phenomenon is another source of vibration
caused by friction between couplings or stabilizers
and the borehole as a result of gravity along the drill
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string (Cobern, 2003; Moharrami et al., 2021). This
phenomenon can make the element bit jammed. After
accumulating enough effort to release the drill string,
it resumes its rotation at a high angular speed.

The roller-cone bit is a kind of mechanism that,
when interacting with the borehole bottom, converts
rotation of the drill string or the borehole motor shaft
in longitudinal, torsional, and under certain condi-
tions, transverse vibrations (Novikov and Serikov,
2020; Bogomolov and Serikov, 2018). Strong vibra-
tions during machine operation can cause destruction
of drill collars and derrick elements, damage to bore-
hole motors and equipment, an increase in the bore-
hole diameter, early wear of the bit, reduction of the
mechanical penetration rate. With intensified vibra-
tions and no control of their level, the phenomenon
of resonance can occur, which in most cases results
in severe destruction of elements of drill collars and
the bit (Bogomolov and Serikov, 2018; Morkun et al.,
2015a).

Longitudinal and torsional vibrations are essen-
tially connected with specific design of roller-cone
bits and the principle of their operation (Novikov and
Serikov, 2020; Liu et al., 2021). Vibrations are of a
wavelike nature. They are classified into longitudinal,
transverse and torsional. They occur simultaneously
and depend on wavelike characteristics of the drill
string and devices included in its assembly (calibra-
tors, centrators, dampers, shock absorbers), bit size,
properties of drilled rocks, and drilling mode param-
eters.

The causes of vibrations include a stick-slip nature
of rock destruction, rough borehole bottom (Serikov
and Ginzburg, 2015; Morkun and Tron, 2014), inho-
mogeneity, fracturing and sharp intermittency in hard-
ness of drilled rocks, pressure differences under dif-
ferent support teeth of the bit (Novikov and Serikov,
2020; Serikov et al., 2016), uneven wear of teeth lead-
ing to formation of different contact areas with the
rock; the toothed working surface of the bit, pres-
sure pulsation in the discharge system (Vasiliev et al.,
2015; Morkun et al., 2014) and discrete tool feed.

2 MATERIALS AND METHODS

In paper (Sharma et al., 2021) a lumped mass drill rod
model that consists of two degrees of freedom was
suggested. The drill rod is represented by the equiva-
lent mass and rigidity for axial and torsional motions
(figure 1).

Equations of for axial and torsional motions the
drill string are as follows:

Figure 1: Simplified lumped model for axial and torsional
motion: a – axial motion; b – torsional motion (Sharma
et al., 2021).

mẍ+ caẋ+ ka(x− v0 ∗ t) =−WOB (1)

Jθ̈+ ct θ̇+ kt(θ−Ω∗ t) =−TOB (2)

where m is the effective mass of the drill rod, x is the
axial displacement, J is the effective polar inertia mo-
ment, ca s the damping coefficient during the axial
motion, ct is the damping coefficient during torsional
motion, ka is the axial rigidity, kt is the torsional rigid-
ity, v0 is the initial axial velocity, θ is the angular dis-
placement of the bit and Ω is the surface rotation rate
in radians per second (RPS). Axial and torsional mo-
tion equations (1) and (2) are related due to interaction
forces of the bit.

A method of direct quantitative determination of
various vibration forms with parameters that can be
easily transmitted to the surface was substantiated in
(Cobern, 2003). The system uses four accelerome-
ters and a magnetometer mounted on the drill string.
By using various combinations of accelerometer out-
put signals, it is possible to distinguish a whirl, a
stick slip, a rebound of the bit, and lateral vibrations
from each other. Three accelerometers are mounted
in the cuff at the angle of 120 degrees from each other
and oriented radially to be measured. The fourth ac-
celerometer is installed axially. The magnetometer is
also installed in one of the pockets. The pockets can
also accommodate WOB and TOB (time on bottom)
strain gauges providing a complete toolkit for bore-
hole diagnostics. Installing accelerometers radially
(figure 2) enables direct calculation of various vibra-
tion modes.

Radial accelerometers measure the centrifugal
force, which is directly related to the rotary speed
(Cobern, 2003). As a result, the rotary speed, the
stick-slip and the swirl can be directly calculated.
The magnetometer is used as a backup for measur-
ing the rotary speed. To measure axial vibration, only
a single-axis accelerometer is required. These param-
eters are calculated as follows.
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Figure 2: Drill collar sensors.

3 RESULTS AND DISCUSSION

Analysis of frequency characteristics of vibrations
during drill string operation indicates different fre-
quency ranges for individual technical components.
In particular, Cobern (Cobern, 2003) reveals that vi-
brations of components cause vibrations of the fol-
lowing frequency: bit rotation – 1000 Hz, stick-slip
motion of the bit – 10 Hz, direct precession – 10 Hz,
reverse precession – 100 Hz. Also, the vibrations pro-
duced by these sources differ significantly in ampli-
tude.

Transfer functions in a closed form associating de-
formation of the drill string with displacement on the
bit in the dimensionless form are described by the fol-
lowing expressions:

X̄b

W̄b
(s̄) = Ψaha (s̄) =−Ψa

s̄
1

Zc,a

Zc,a +ZL,a tanhΓa

ZL,a +Zc,a tanhΓa

Φ̄b

T̄b
(s̄) = Ψtht (s̄) =−Ψt

s̄
1

Zc,t

Zc,t +ZL,t tanhΓt

ZL,t +Zc,t tanhΓt

Graphical results of modelling the above trans-
fer functions are obtained via software solutions de-
scribed in (Aarsnes and Aamo, 2016) and shown in
figure 3.

Figure 3: Drill collar sensors.

The bottom section of the drill string usually con-
sists of weighted drill collars, which can have a great
impact on dynamics of the drill string due to their ex-
tra inertia. In particular, transition from collars to cou-
plings in the drill string causes reflections in traveling
waves due to a change in the characteristic impedance
of the line.

The length of sections is included in propagation
operators, so they determine basic frequencies of an
individual section. Figure 4 demonstrates the impact
of a 200m drill collar on a 1200m drill string on trans-
fer functions.

(a)

(b)

Figure 4: Transfer function with and without drill collars:
a – torsional, b – axial.

To determine the rotary speed, we calculate the
centripetal acceleration Ac(t) (Cobern, 2003):

Ac (t) = (A1 (t)+A2 (t)+A3 (t))
/

3 (3)

As Ac(t) = ω2(t)− r, where r is the sensor radius, ω
is the angular rotary speed, radian/sec. From here:

ω(t) =

√
Ac (t)

r
(4)

the instantaneous speed is determined by the expres-
sion:

RPM =

(
60
2π

)
·ω(t) (5)

The stick-slip effect is set by the maximum rotary
speed (Cobern, 2003):

ωss = max(ω(t)) (6)
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The reverse precession is determined by the peak
of the following expression (Cobern, 2003):

Aw (t) = A1 (t)+A2 (t)cos(120 deg)+
+A3 (t)cos(240 deg)

Lateral vibration has two components. The x-axis
acceleration is equal to:

Ax (t) =
1
2

(
A2 (t)−Ac (t)

cos(30)
− A3 (t)−Ac (t)

cos(30)

)
(7)

The y-axis acceleration is determined by the for-
mula:

Ay (t) =
1
3
(A1(t)−Ac(t)+

−A2(t)+Ac(t)
sin(30)

− −A3(t)+Ac(t)
sin(30)

)

Thus, the value of lateral vibration is determined
by the vector sum (Cobern, 2003):

ALat (t) =
√

Ax(t)
2 +Ay(t)

2 (8)

Axial vibration can be directly measured with an
axial accelerometer.

To verify the mathematical model, the data on drill
string operation published in (Tunkiel et al., 2021) is
used. On figure 5 shows the results of measuring the
weight-on-bit depending on the depth of the borehole.

Figure 5: Dependence of the weight-on-bit on the borehole
depth.

The graph of a dependence of the weight-on-bit on
the borehole depth demonstrates characteristic stick-
slip changes in the weight indicator which may be as-
sociated with alternation of various types of drilled
rocks. On figure 6 revealed a dependence of the
torque and the rotary speed on the borehole depth.
These dependences are also characterized by areas
with a stick-slip change in the indicator as in the case
with the WOB indicator.

On figure 7 it is shown the change of the resulting
indicator value (the ROP of the borehole) depending
on the depth.

When studying the data on the drilling process, the
above parameters are used as input variables: WOB,

(a)

(b)

Figure 6: Dependence of the torque and the rotary speed on
the borehole depth: a – torque, b – rotary speed.

Figure 7: Drilling parameters.

RPM, torque, MSE, longitudinal, transverse and tor-
sional vibrations. The resulting variable in this study
is the ROP of the borehole.

Considering the above parameters, a mathemati-
cal model of the drilling process is formed on the ba-
sis of adaptive neural-fuzzy inference structures (AN-
FIS). There are three input terms of membership func-
tions. The type of input membership functions is bell-
shaped. On figure 8 it is shown the results of verifica-
tion of the resulted model.

The verification results of the developed model on
the test sample (figure 8) confirm its applicability to
practical use. The accuracy of this model is 95.56 %.
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Figure 8: Modelling results.

4 CONCLUSIONS

To reduce negative impacts of vibrations occurring
in the drill string at deep drilling of hard rocks, a
mathematical model is proposed to consider param-
eters of the drilling process and predict the penetra-
tion rate. When studying the data on the drilling pro-
cess, the above parameters are used as input variables:
WOB, RPM, torque, MSE, longitudinal, transverse
and torsional vibrations. The resulting variable is the
ROP of the borehole. Considering the above param-
eters, a mathematical model of the drilling process is
formed on the basis of adaptive neural-fuzzy infer-
ence structures (ANFIS). The accuracy of the given
model makes 95.56 %.
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Abstract: Currently, computer networks are characterized by the complexity of the topology, so the question often arises
of preliminary modeling of computer networks. Through modeling, the optimal topology of the future net-
work, the necessary network equipment, as well as the possibility of future development is determined. In
addition, modeling a computer network avoids the costs that result from actually building a network in the
future. The analysis of software analogs made it possible to present their advantages and disadvantages. The
given theoretical information about the network properties of devices and protocols made it possible to for-
mulate the requirements that the designed simulator must meet. Designed and developed the structure of the
program code and the main architecture of the system. Classes for interaction with the user and classes for the
operation of the application, for communication between applications, are described. The methodology for
using the created application is described. The processes of creating a project, creating devices, connecting
them to a network, creating traffic between devices, viewing a log, and communicating between devices were
described and shown. The designed software meets the requirements and is sufficiently fast, without taking up
large resources of the computer on which it is running.

1 INTRODUCTION

We live in a century of information and communica-
tion systems and technologies, where it is impossible
to imagine any organization without modern comput-
ing technology. Today, one enterprise can have about
a hundred or even more computers. Consequently, the
entire set of equipment, connected by communication
lines and exchanging data with each other by certain
rules, is a local area network.

Currently, computer networks are characterized
by the complexity of the topology, so the question of-
ten arises of preliminary modeling of computer net-
works. Through modeling, the optimal topology of
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the future network, the necessary network equipment,
as well as the possibility of future development is de-
termined. In addition, modeling a computer network
avoids the costs that result from actually building a
network in the future.

Also, for the correct interaction of computers op-
erating in networks of different structures and using
different software, it is necessary to have certain stan-
dards. These standards currently exist in quite a large
number. Standards and protocols strictly define the
norms and rules for the technical organization of com-
puter networks and programs that implement network
interaction.

Since the specific number of personal computers
connected in a network is steadily growing, consider-
ation of such problems as network protocols and stan-
dards is of particular relevance. This problem also
plays an important role in the aspect of choosing one
method of building a computer network that meets a
given set of requirements.
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For a developing country, this highlights the chal-
lenge for training and educational institutions as the
demand for IT professionals continues to grow. Un-
derstanding how computer networks are designed,
how they function, and how they can be managed is a
necessary skill that an IT professional must acquire.

Students studying in the field 12 “Information
Technology” have a list of compulsory disciplines for
study. One of these disciplines is “Computer Net-
works”, as a result of which students should be able
to explain the basics of the functioning of computer
networks. To achieve this learning goal, students will
have to spend many hours on hands-on design, con-
figuration, and implementation of a computer net-
work. Efficiency in this direction is achieved only
when there is enough quality equipment to allow the
individual practice of customizing software and hard-
ware.

An alternative approach is to provide students
with network simulation software, although this is not
intended to completely replace the hardware. How-
ever, “it presents a useful and cost-effective approach
for understanding computer network concepts, pro-
tocols, and applications better than traditional tools”
(Lee, 2013).

For this, so-called simulators are often used in the
educational process. Network simulators are widely
used in solving a variety of problems – both educa-
tional in the study of the operation of protocols, and
workers in the design of a real network.

The work aims to design and develop a software
application for designing and simulating computer
networks and protocols.

2 THEORETICAL BACKGROUND

Questions of computer networks and their model-
ing or development of simulators are considered by
Adeniji et al. (Adeniji et al., 2023), Vakaliuk et al.
(Vakaliuk et al., 2020), Sun et al. (Sun et al., 2022),
Wei et al. (Wei et al., 2022).

In particular, Adeniji et al. (Adeniji et al., 2023)
developed an IPv6 experimental stand modeled using
the Mininet network. The authors took into account
the use of different protocols for individual actions.
So, they considered the flow-visor protocol specifi-
cally for creating network segments in the topology,
and the Floodlight protocol for creating a controller
in the Mininet network emulator, as well as virtual
switches and virtual hosts.

Vakaliuk et al. (Vakaliuk et al., 2020) considered
the possibility of using simulators in the educational
process when studying computer networks, and also

substantiated the feasibility of using massive open on-
line courses in teaching the discipline “Computer Net-
works” to future IT specialists using the Cisco Pack-
etTracker simulator.

Sun et al. (Sun et al., 2022) proposed a
CloudSimSFC simulator that simulates server fail-
ure/restore events in an MDSN environment. At the
same time, other scientists were studying the charac-
teristics of dynamic routing by combining the charac-
teristics of the FANETs themselves.

Wei et al. (Wei et al., 2022) propose to com-
pare and study traditional methods of dynamic routing
MANET AODV and DSR using the NS3 simulator.

2.1 Analysis of Analogs of a Software
Product

Cisco Packet Tracer is a network simulator that can
be used by students as well as teachers and network
administrators. This software offers a wide range of
Cisco switches and routers running on IOS 12 and
IOS 15, Linksys wireless devices, and multiple-end
devices such as PCs and command line servers (Jesin,
2014).

Packet Tracer has two workspaces – logical and
physical (figure 1). The logical workspace allows
users to build a logical network topology by placing,
connecting, and clustering virtual network devices.
The physical workspace provides a graphical physi-
cal dimension of the logical network, giving a sense
of the scale and placement of how network devices
such as routers, switches, and hosts would look in a
real environment.

Packet Tracer has a well-realized simulation of
working with hardware settings. For virtual comput-
ers, all basic network settings are available, as well as
access to the command line emulator and the neces-
sary network utilities. Virtual routers support terminal
settings with the ability to use all the necessary com-
mands. Many commands and options are also dupli-
cated in the graphical interface. This is useful when
you have to deal with a large amount of virtual hard-
ware, as it saves time on repetitive operations.

Packet Tracer supports all major protocols. You
can check the designed network both in the “real-
time” mode and by turning on the step-by-step mode.
Both general demonstration (indicators on communi-
cation channels) and more subtle tests of the lower
level are supported, for example, specifically config-
ured packages between virtual devices. As a result,
complex network configurations can be modeled and
tested relatively quickly.

The disadvantages include focusing exclusively
on Cisco equipment – only images of Cisco equip-
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Figure 1: Physical workspace in Cisco Packet Tracer.

ment are included in the application. There is no way
out to the real world, projects can be transferred be-
tween programs only in the form of internal format
files (Čabarkapa, 2015).

Graphical Network Simulator (GNS3) is used by
hundreds of thousands of network engineers around
the world to emulate, configure, test, and troubleshoot
virtual and real networks (04, 2023). This was con-
firmed by the results of the crowdfunding campaign,
during which the GNS3 developer quickly collected
quite a substantial amount for the development of the
software package.

This package consists of a set of separate inde-
pendent programs, the composition of which can be
changed during installation (figure 2). Individual
applications are responsible for their feature blocks.
For example, Dynamips is used to simulate virtual
routers, and VirtualBox is used to emulate host com-
puters. GNS3 plays the role of a platform that allows
you to conveniently link them into a seamless visual

environment. Plugins, extensions, and other options
are available (TracerouteNG, PortScanner, Network-
Configuration, Real-TimeNetFlowAnalyzer). The lat-
est versions of required components are downloaded
from the network automatically during the installation
of the GNS3 package.

By default, the GNS3 delivery includes models
of only the simplest network devices and conditional
ones that are not tied to specific brands. This is due to
the fact that GNS3 developers are not directly related
to network equipment manufacturers, and therefore
they do not have the right to include physical device
software images in their package. Therefore, you will
have to search and install images of genuine routers
separately and independently. However, this approach
improves the accuracy of modeling through the use of
real images, rather than conditional simulations.

One of the features of GNS3 is the ability to link
virtual devices with real ones. For example, the pack-
age base includes Wireshark and WinPcap applica-
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Figure 2: List of programs that will be installed from GNS3.

tions that allow you to manipulate data transmitted in
real networks. It becomes possible to work not only
in a local virtual sandbox but also in a real network
with real devices.

As a result, GNS3 can be used not only for mod-
eling but also for analyzing the operation of existing
real computer networks. Moreover, you can mix vir-
tual and physical devices in one project. In other
words, a real computer will be able to receive real
traffic and process it using a virtual network device,
sending an imitation response to the network.

GNS3 has some drawbacks to be aware of. Al-
though theoretically, it is not so important what hard-
ware images will be used, in reality, it is easiest to
find, install and get advice on how to use Cisco device
images. In addition, we should not forget that GNS3
has high system requirements. Since GNS3 builds
full-fledged virtual models without fakes and imita-
tions, the package on more or fewer complex projects
has serious system requirements for the computer on
which the simulation is being carried out.

Another tool that allows you to simulate the ac-
tivity of computer networks is EVE-NG (figure 3). Its
work and possibilities of use were investigated by Ba-
lyk et al. (Balyk et al., 2019).

The most important advantages of this emulator
include free of charge, wide user functionality, unde-
manding requirements for PC resources, support for
CISCO equipment, etc.

2.2 Description of the Properties of
Computer Networks, and Protocol
Devices

The Open System Interconnection (OSI) reference
model has served as a set of the most basic elements
of computer networks since its inception in 1984. The

OSI model is based on a proposal developed by the In-
ternational Standards Organization (ISO). The origi-
nal goal of the OSI model was to create a set of de-
sign standards for hardware manufacturers to commu-
nicate with each other. The OSI model defines a hier-
archical architecture that logically separates the func-
tions necessary to maintain communication between
systems.

The OSI model has seven layers, each with a
different level of abstraction and performing a well-
defined function. The following principles are applied
to reach the seven levels (Feig, 1994):

• the level should be created where a different level
of abstraction is needed;

• each level must perform a clearly defined func-
tion;

• the function of each level should be chosen to take
into account the definition of international stan-
dardized protocols;

• level limits should be chosen to minimize the flow
of information through interfaces;

• the number of levels should be large enough so
that different functions do not need to be trans-
ferred to the same level from the necessary ones,
and small enough so that the architecture does not
become unwieldy.

The seven OSI levels, starting with the lowest (El-
naggar, 2015):

1. Physical layer – responsible for the transmission
and reception of bit streams through the physical
medium.

2. Link layer – responsible for the reliable transmis-
sion of data frames between two nodes connected
at the physical layer.

3. Network layer – responsible for structuring and
managing a multi-node network, including ad-
dressing, routing, and traffic control.

4. Transport layer – responsible for the reliable
transmission of data segments between points in
the network, including segmentation, acknowl-
edgment, and multiplexing.

5. Session layer – responsible for establishing com-
munication, maintaining sessions, authentication,
and also provides security.

6. Presentation layer – responsible for moving data
between the network service and the application;
includes character encoding, data compression,
encryption, and decryption.

7. Application layer – provides a set of interfaces for
applications to access network services.
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Figure 3: The network topology for labs in EVE-NG.

The Network Interface Controller (NIC) is the pri-
mary hardware used to connect to the network. Al-
though traditionally associated with PCs, laptops, and
servers, NICs can exist on almost any network device,
including printers, phones, and scanners. Some net-
working hardware, such as switches used for network
storage arrays, has plug-in modules that allow for dif-
ferent connection types. These modules are also tech-
nically NICs.

The NIC converts data packets between two dif-
ferent data transfer technologies. The end device uses
parallel communication technology to transfer data
between its internal parts, while the media that en-
ables the communication between different devices
uses serial communication technology.

Typically, modern network devices have built-in
NICs. If additional NICs are needed, they are also
available separately as additional devices. Desktop or
server systems, are available in the form of an adapter
plugged into the available slots.

There are two types of NICs:

1. Based on the media, NICs are used according to
the media type. Different types of NICs are used
to connect different types of environments. To
connect a particular type of media, we must use
a NIC specially designed for this type of media.

2. Based on network design – specific network de-
sign requires a special NIC. For example, FDDI,
Token Ring, and Ethernet have their characteristic
type of NIC cards. They cannot use other types of
NIC cards.

The TCP/IP protocol stack is a set of Internet pro-

tocols. The name comes from the core protocols of
the Internet – IP (Internet Protocol) and TCP (Trans-
mission Control Protocol). This is a systematized pro-
tocol stack, divided into four layers, correlated with
the OSI reference model.

TCP/IP levels: application, transport, internet-
work, channel. The data link layer describes the data
encoding method for transmitting a data packet at the
physical layer (i.e., special bit sequences that deter-
mine the beginning and end of the data packet and
also provide noise immunity). Link layer protocol ex-
amples include Ethernet, IEEE 802.11 WLAN, SLIP,
Token Ring, ATM, and MPLS. The internetwork layer
defines the protocols responsible for the logical trans-
fer of data throughout the network. The main proto-
cols found on this layer are:
1. IP (Internet Protocol) – responsible for delivering

packets from the output host to the target host by
looking at the IP addresses in the packet headers.
IP has 2 versions – IPv4 and IPv6.

2. ICMP (Internet Control Message Protocol) – en-
capsulated within IP datagrams and is responsible
for providing hosts with information about net-
work problems.

3. ARP (Address Resolution Protocol) is responsi-
ble for finding the hardware address of the host
from a known IP address. ARP has several types:
Reverse ARP, Proxy ARP, Gratuitous ARP, and
Inverse ARP.
The transport layer is responsible for continuous

communication and delivery of data. It keeps top-
level applications safe from data complexity.
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The two main protocols present in this layer are:
1. TCP (Transmission Control Protocol) provides re-

liable and trouble-free communication between
end systems. It is responsible for sequencing and
data segmentation. It also has an acknowledged
function and controls the flow of data through a
flow control mechanism.

2. UDP (User Datagram Protocol) is a protocol
for transmitting datagrams without establishing a
connection. UDP does not allow you to verify the
delivery of the message to the recipient, as well
as the possible mixing of packets. Applications
that require guaranteed data transmission use the
TCP protocol. UDP is commonly used in applica-
tions such as video streaming and gaming, where
packet loss is tolerated and retrying is difficult or
unjustified, or in challenge-response applications
(such as DNS queries) were establishing a con-
nection takes more resources than retrying send-
ing.
The application layer includes the protocols used

by most applications to provide user services or ex-
change application data over network connections es-
tablished by lower-layer protocols.

Examples of application layer protocols include
Hypertext Transfer Protocol (HTTP), File Trans-
fer Protocol (FTP), Simple Mail Transfer Protocol
(SMTP), and Dynamic Host Configuration Protocol
(DHCP).

3 RESULTS

3.1 Designing a Computer Network
Simulator System

A simulator of computer and basic network protocols
must provide certain capabilities. Namely, the design
of computer networks and the study of their work.

The computer network simulator should provide
the ability to add devices to the network. Each device
can have network cards containing ports for different
communication channels. Each device has parame-
ters such as name, IP address, and others. Devices
must be connected via communication channels. De-
vices can communicate with each other via commu-
nication channels. In a computer network simulator,
the functionality should be implemented that allows
you to track the processes of communication between
devices. The main function of a computer network
simulator is to enable users to connect to each other’s
networks. The user can open access to the network
with the ability to view or edit in real-time.

After analyzing the requirements of users, we
highlight the following use cases:

1. Create a network project.

2. Selection and creation of network devices.

3. Select and create connections between devices.

4. Set up an IP address for the created devices.

5. Viewing the network log of devices.

6. Create and send traffic between devices.

7. Ability to open access to your project.

8. Opportunity to join another project.

Let’s define the functional requirements for the
simulator:

1. Building a computer network: the system must
have a set of programmed devices and connec-
tions with which you can create and expand a
computer network.

2. The work of several people on one project: the
user has the opportunity to open access to his
project.

The analysis of functional requirements made
it possible to single out the following entities
through which we implement the software product.
Model–View–ViewModel (MVVM) is an architec-
tural pattern to separate application logic from GUI.

The Model describes the data used in the appli-
cation. Models can contain logic related to this data,
such as logic for validating model properties. At the
same time, the model should not contain any logic
related to displaying data and interacting with visual
controls.

It is not uncommon for a model to implement
the INotifyPropertyChanged or INotifyCollection-
Changed interfaces to notify the system of model
property changes. This makes it easier to bind to the
view, although there is no direct interaction between
the model and the view.

The View defines the visual interface through
which the user interacts with the application. Con-
cerning WPF views, this is XAML code that defines
the interface in the form of buttons, text fields, and
other visual elements.

Although a window (the Window class) in WPF
can contain both an interface in XAML and C# code
bound to it, ideally the C# code should not contain any
logic other than a constructor that calls the Initialize-
Component method and performs the initialization of
the window. However, there may be some logic in
the code file that is difficult to implement within the
MVVM pattern in the ViewModel.
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The ViewModel binds the model and the view
through a data-binding mechanism. If parameter val-
ues change in the model, when the model implements
the INotifyPropertyChanged interface, the displayed
data in the view automatically changes, although the
model and views are not specifically connected.

The view model also contains the logic for getting
data from the model, which is then passed to the view.
The view model also defines the logic for updating the
data in the model.

Since view elements, that is, visual components
such as buttons, do not use events, the view interacts
with the view model using commands.

For example, the user wants to save the data en-
tered in a text field. It presses the button and thereby
sends a command to the view model. And the view
model already receives the transferred data and up-
dates the model accordingly.

The result of applying the MVVM pattern is the
functional distribution of the program into three com-
ponents that are easier to develop and test, as well as
further modify and maintain.

In the diagram shown in figure 4, you can see
4 classes of windows and 2 classes of graphic
elements – MainWindow, LogWindow, Configura-
tionWindow, TrafficWindow, OpenSystemUserCon-
trol, and PhysicalMediaUserControl.

The MainWindow class is responsible for display-
ing the main user interaction elements. The Main-
Window class also displays devices and connections
added by the user. The LogWindow class is respon-
sible for displaying the device log, with which you
can trace what is happening on the device. The Con-
figurationWindow class is responsible for display-
ing device information and editing its IP address.
The TrafficWindows class is responsible for creating
and sending artificial traffic from one device to an-
other. The OpenSystemUserControl and PhysicalMe-
diaUserControl classes are responsible for the graphi-
cal display of devices and connections, as well as user
interaction on the MainWindow window.

The diagram also shows 4 classes of view mod-
els (MainWindowVm, TrafficWindowVm, Physical-
MediaVm, OpenSystemVm), which contain the user
interaction logic, and 2 models (OpenSystemModel,
PhysicalMediaModel), which store information about
devices and connections.

In the diagram shown in figure 5, you can see
the classes for communicating an application with an-
other application of this type. The classes are im-
plemented using the WCF framework. They are de-
signed and implemented in such a way that the appli-
cation can work in client-server mode.

The SharingService class contains the functional-

ity responsible for running the application in server
mode. The SharingServiceClient class contains the
functionality responsible for running the application
in client mode. The SharingServiceCallback class
contains functionality that helps the server commu-
nicate with the client.

In the diagram shown in figure 6, classes repre-
senting network devices are visible: BaseOpenSys-
tem, Computer, Router, and Switch.

The BaseOpenSystem class is the parent of the
Computer, Router, and Switch classes. It includes the
functionality and data basic to all network devices.

The Computer, Router, and Switch classes over-
ride the functionality implemented in the base class.

The diagram shows the BaseNetworkInterface-
Controller and NetworkInterface classes for working
with network cards and network interfaces. These
classes implement functionality for sending, receiv-
ing, and processing data.

The diagram also shows the PhysicalMedia, Ca-
ble, and Connector classes, which implement func-
tionality for connecting network devices and transfer-
ring data.

In addition, on the diagram you can see 3 classes
for creating network equipment OpenSystemBuilder,
NetworkInterfaceControllerBuilder, PhysicalMedia-
Builder, and PhysicalMediaManager for managing
network connections, namely connection to network
devices.

In the diagram shown in figure 7, classes are
shown in work with the link layer, and the ARP pro-
tocol is implemented.

The DataLinkLayerService class implements
functionality for working with link layer protocols.
The HandleArpPdu method contains the core func-
tionality for handling ARP packets.

The ArpProtocolService class contains function-
ality for working with the ARP protocol. The
arpCache field has been created in the class, which

stores IP addresses cached to a pair of MAC ad-
dresses.

Methods implemented in this class:

• AddValueToCache – adds a pair to the cache if
there is no such pair;

• DecapsulateFrameToArpPdu – decapsulates the
received frame into an ARP packet;

• EncapsulateArpPduToFrame – encapsulates an
ARP packet into a frame;

• GenerateArpReply – generates an ARP packet
based on the input parameters, and automatically
fills the OperationCode field with the Reply value,
which is responsible for determining the packet
type (Request, Reply);
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Figure 4: Diagram of classes responsible for working with a graphical interface using the MVVM pattern.

• GenerateArpRequest – generates an ARP packet
based on the input parameters, and automatically
fills the OperationCode field, which is responsible
for determining the packet type (Request, Reply),
with the Request value;

• GenerateGratuitousArpPdu – creates an ARP
packet based on the input parameters, the packet
is created in such a way as to get a GratuitousARP
packet as a result;

• GetCachedMacAddress – looks up the value of
the cached MAC address using the IP address. If
no cached value is added, null is returned for fur-
ther processing;

• UpdateMacAddressToCache – looks up the value
of the cached MAC address using the IP address
and updates its value.

The EthernetType2Frame class represents an Eth-
ernet frame used for communication between devices.
Looking at figure 8, you can map the fields of the class
to the fields of the Ethernet frame.

The ArpPdu class represents an ARP packet that,
when passed down to the layer, is encapsulated in an
Ethernet frame. Looking at figure 9, you can map the
fields of the class to the fields of the ARP packet.

The EtherType class and the OperationCode, Pro-
tocolType, HardwareType enumeration are part of the

EthernetType2Frame and ArpPdu classes.

3.2 Design and Implementation of
System Operation Algorithms

After launching the program (figure 10) of the com-
puter network simulator, the user can create a new
project, add devices to it, add a connection between
devices, create traffic from one device to another,
open access to the project, or connect to another
project. Also, after creating a device, when you right-
click on the device, an auxiliary list appears with a
choice - open the settings window or the log window
of this device.

When choosing the option to create a new project,
a command is created that clears all the fields that
were previously filled in and initializes them with new
values for the new project.

The add device to project option creates a com-
mand that initializes a new device and adds it to the
collection of created devices. This collection is asso-
ciated with the view of the main window, that is, when
updating (adding or deleting) the collection, graphic
elements will appear on the main window with which
you can interact.

Adding a connection works in a similar way to add
a device. A project must have at least two devices to
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Figure 5: Class diagram for communicating applications with each other.

Figure 6: Diagram of classes representing network equipment.
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Figure 7: Class diagram for working with Ethernet frames and link layer protocols.

Figure 8: Ethernet frame format at the physical and link layers
.

be able to connect them.
When you select the traffic creation option, a new

window opens in which you can select which device
the traffic will be sent from, which device this traffic
should come to, and which protocol packets should be
sent. After filling in all the fields, the user presses the
send button, which generates a command to start the
process of sending traffic.

After creating a device, the user can open the

configuration window of this device, which displays
its basic information and the network interface table,
where you can see the MAC address and IP address
of each interface. You can also change the IP address
for each interface.

After creating a device and doing some work, such
as connecting it to another device or sending traffic,
you can open a log window that displays a list of de-
vice actions.
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Figure 9: ARP Packet Format

Figure 10: UMLSequence diagram of the process of sending data and receiving a response.

One of the main processes of a computer network
simulator is sending data from one device to another
(figure 10), provided that they are connected. The
process of sending data begins in the BaseOpenSys-
tem class in the SendData method. This method takes

an instance of the EthernetType2Frame class as pa-
rameters and knowing from which MAC address the
data should be sent, selects the network interface with
the corresponding MAC address and calls the Send
method of this interface. The Send method of the net-
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work interface, having received the data, turns it into a
set of bytes, and then sends the data further down the
chain to an instance of the PhysicalMediaclass, where
it simulates the passage of data through a communi-
cation channel, after which this data is sent to the next
receiving device, and then processes the input data.

Having received the data, the network interface
sends them to the network card (BaseNetworkInter-
faceController class) to which it belongs. The net-
work card, having received the data, turns it from a set
of bytes into an instance of the EthernetType2Frame
class, based on which the processing takes place. A
special service (DataLinkLayerService class) is re-
sponsible for processing the received frame, which,
based on the EtherType field, selects the service that
will process the data.

Having received a frame, the network card decap-
sulates it and passes it to the HandlePdu method of the
DataLinkLayerService class, which in turn processes
the packet using the ArpProtocolService helper ser-
vice, as shown in figure 11.

3.3 Design and Implementation of
Inter-Additional Communication

The key class that hosts and communicates with the
application is ServiceHost. It is part of the Sys-
tem.ServiceModel namespace. When an instance of
the ServiceHost class is initialized, a service is cre-
ated with the help of which communication is carried
out at lower levels. An instance of the ServiceHost
class is initialized with information about the type of
service, one or more service endpoints, optional base
addresses, and services that govern how the platform
handles requests to the service.

Communication between applications occurs
through the WCF platform. The main requirements
fulfilled by WCF are the implementation of applica-
tion communication in both client and server mode,
that is, the application does not require third-party
programs for communication. The first limitation that
comes with this architecture is that applications can
only communicate if they are on the same network
and have access to each other. For communication, 3
classes were designed and implemented (figure 4):

1. Class SharingService – responsible for the com-
munication of the server side. Contains a list
of instances of the SharingServiceCallback class,
that is, a list of connected clients through which
the server can send updates to clients. The class
implements the ConnectToSharedProject method,
which collects all the data necessary to create a
project and sends it to the client. The client, in

turn, creates and fills out a project based on the
data received.

2. Class SharingServiceClient – responsible for the
communication of the client side. Used to re-
motely call server methods.

3. Class SharingServiceCallback – encapsulates data
about the client. Contains server-side call-
back methods. Contains the LoadProjectAsync
method, which sends a project update to all con-
nected clients.

3.4 The Structure of the Interface and
the Procedure for Working with the
System

After loading the application, a window appears with
a menu for user interaction with the application and a
space for building a computer network and interacting
with it (figure 12).

To create a network project in which you can build
a network, you need to click the item “File” – “Create
project”. Once the project is created, the user can add
devices by clicking “Devices” and selecting one of the
options “Computer”, “Router” or “Switch”.

After creating at least 2 devices, the user can con-
nect them using Connections - PhysicalMedia. By
clicking on the item PhysicalMedia, the user must
click on the 2 devices that he wants to connect (fig-
ure 12).

To create traffic, you need to open the traffic
creation window using “Traffic” - “Send data” (fig-
ure 13). In the window that opens, you need to select
the device from which the data will be sent, the de-
vice to which they will have to reach, and what type
of protocol will be encapsulated (figure 14).

To communicate with other applications, the user
can open access to the project using “Sharing” –
“Open Access”, so that other users can join his
project. To join someone else project, the user must
select “Sharing” – “Connect” to a shared project.

In addition to the menu, the user can interact with
devices in the main window. The user can call the
context menu of a device by right-clicking on it. In
the context menu, there are two options for selection -
“Configuration”, which opens the device settings win-
dow, and “Log”, which opens the device network log
window (figure 15).

By opening the device installation window, the
user can see the static settings of the device and its
network interfaces. The user can edit the IP address
of the network interface (figure 16).

The device network log window that opens shows
the actions that took place in the device context (fig-
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Figure 11: UML activity diagram that shows the process of processing an ARP packet.

Figure 12: Connecting devices.

Figure 13: Menu item “Traffic” – “Send data” to open the window for creating traffic.

ure 17, 18). After creating the devices, connecting
them to the network, and configuring them so that
they have the same IP addresses, ARP Gratuitous
packets are sent, with the help of which they learn
about the conflict of the IP address (figure 17, 18).

On figure 18 shows an application acting as a

server. A project was created in the application and
2 computers were added, which were connected to
the network. On figure 17 shows an application that
acts as a client and has been attached to the appli-
cation shown in figure 18. After connecting to the
server application, the client application receives the
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Figure 14: Traffic generation window.

Figure 15: Device context menu.

project data and reproduces this project in the network
building space. Also, the client application, having re-
ceived the data, can trace the actions that took place
in the server application using the log.

4 CONCLUSIONS

The analysis of software analogs made it possible
to present their advantages and disadvantages. The
given theoretical information about the network prop-

Figure 16: Device settings window.

Figure 17: Application that acts as a client.

Figure 18: Application that acts as a server.

erties of devices and protocols made it possible to for-
mulate the requirements that the designed simulator
must meet.

Designed and developed the structure of the pro-
gram code and the main architecture of the system.
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Classes for interaction with the user and classes for
the operation of the application, for communication
between applications, are described.

The methodology for using the created application
is described. The processes of creating a project, cre-
ating devices, connecting them to a network, creating
traffic between devices, viewing a log, and communi-
cating between devices were described and shown.

The designed software meets the requirements and
is sufficiently fast, without taking up large resources
of the computer on which it is running. We see the
expansion of the functionality of this simulator as a
prospect for further research.
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Abstract: The research is aimed at increasing efficiency of magnetite concentrate flotation by cleaning the surface of
useful component particles through disintegrating ore flocculated formations. The generalized model of bub-
ble motion dynamics with time-dependent pressure and bubble size is presented. Computer modelling of
bubbles behaviour under the action of ultrasonic radiation is performed. The high-energy ultrasound power is
calculated to maintain cavitation modes in the iron ore slurry. The research into flocculation and defloccula-
tion considers the dependence of magnetic susceptibility on duration of magnetization. The modelling results
enable the conclusion that in order to improve quality of cleaning ore particles before flotation, it is advisable
to apply a spatial effect to the iron ore slurry by means of high-energy ultrasound of 20 kHz in the cavitation
mode modulated by high-frequency pulses of 1 MHz to 5 MHz.

1 INTRODUCTION

In the liquid medium, some physical, chemical and
physicochemical processes occur including cavita-
tion, radiation pressure and ultrasonic flows under the
influence of ultrasound (Gubin et al., 2017; Morkun
et al., 2014). Since liquids are sensitive to stretching
forces, therefore, under powerful ultrasonic oscilla-
tions, compression and liquefaction zones arise in the
liquid. During the wave phase, which creates lique-
faction, there are many gaps in the form of cavitation
bubbles in the liquid, which close abruptly in the sub-
sequent phase of compression.

Different effects of ultrasound on individual min-
erals, are used to achieve high dispersion (Soyama
and Korsunsky, 2022; Golik et al., 2015; Morkun
et al., 2017), for example, for grinding schistose min-
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erals (graphite, molybdenite). The process of grind-
ing molybdenite under excessive static pressure re-
sults in manufacturing a product, the dispersion of
which is 2-3 times higher than that of the product ob-
tained under atmospheric pressure (Soyama and Kor-
sunsky, 2022).

Application of ultrasound to processing ore raw
materials has been an urgent research problem for a
long time. In particular, introduction of ultrasound
into the water system of ore processing provides spe-
cific activation based on two physical phenomena –
acoustic cavitation and acoustic wind (Ambedkar
et al., 2011; Ambedkar, 2012; Morkun et al., 2015a;
Morkun and Morkun, 2018). Gas discharge in acous-
tic cavitation is most preferable at lower frequency
within 20kHz-40kHz, while the acoustic wind domi-
nates at frequencies above 400kHz and1MHz in ultra-
sonic and megasonic systems, respectively (Ambed-
kar et al., 2011).

The experiment results in (Harrison et al., 2002)
reveal an increase in the clean coal yield from 3 % to
10 %, greater production of clean coal and a decrease
in the content of sulfur, mercury, ash and moisture in
the processed coal. These results are associated with
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ultrasonic shock waves generated by bubble cavita-
tion that contributes to breaking natural relationships
between coal and ash-forming mineral impurities and
cleaning of coal particles from impurities. Cavitation
also enhances removal of unwanted particles of clay,
slime and oxidation products covering the surface of
coal.

Application of the above methods is a promis-
ing approach to improving efficiency of technologi-
cal processes of iron ore beneficiation (Morkun et al.,
2015b,c).

The research aims to increase efficiency of flota-
tion of magnetite concentrates by disintegrating ore
flocculated formations and cleaning particle surfaces.
To achieve the set aim, it is necessary to investigate
peculiarities of formation of cavitation modes in iron
ore slurry by applying high-energy ultrasound.

2 MATERIALS AND METHODS

Let us consider mathematical description of cavitation
processes in the heterogeneous medium. The gener-
alized model of bubble motion dynamics dependent
on the pressure time and the size of bubbles is pre-
sented as a Rayleigh-Plesset equation (Gubin et al.,
2017; Kozubková et al., 2012). Solving the Rayleigh-
Plesset equation for a certain pressure value p∞(t) en-
ables obtaining the value of the bubble radius dRb (t)

dRb

dt
=

√
2
3

pvap (t)− p∝ (t)
ρ1

, (1)

where Rb is the bubble radius, µm; p∝ is pressure in
the medium at perpetuity, Pa; pvap is vapour pressure,
Pa; ρ1 is liquid density, kg/m3.

The results of Singhal et al. (Singhal et al., 2002)
suggests a cavitation model based on a complete cav-
itation model. The density of the mixture is defined
as

ρ = αρvap +(1−α)ρ1, (2)
where α is the volumetric fraction of vapour; ρvap is
vapour density, kg/m3; ρ1 is liquid density, kg/m3.
The ratio between density of the mixture and the vol-
umetric fraction of vapour α has the form:

∂
∂t

(ρ) =−(ρ1 −ρvap)
∂
∂t

(α) , (3)

where ρ is density of the mixture, kg/m3; α is the
volumetric fraction of vapour; ρvap is vapour density,
kg/m3; ρ1 is liquid density, kg/m3. The volumetric
fraction of vapour α is determined from f as

α = f
ρ

ρvap
. (4)

According to the cavitation model proposed in
(Schnerr and Sauer, 2001), the equation for the par-
ticle volumetric fraction of vapour α is obtained from
the expression

R =
∂
∂t

(ρvapα)+
∂

∂x j
(ρvapαu j) , (5)

where R is the evaporation rate, kg/h.

R =
ρvapρ1

ρ

(
∂α
∂t

+
∂(u jα)

∂x j

)
(6)

When substituting equation (5) in (6) we obtain

R =
ρvapρ1

ρ
α(1−α)

3
Rb

√
2
3
(pvap − p)

ρ1
(7)

The bubble radius is determined from the expres-
sion

Rb =

(
α

1−α
3

4π
1
nb

) 1
3
. (8)

Also in this model, the only parameter to be deter-
mined is the number of spherical bubbles in the vol-
ume of liquid nb.

Equation (7) is also used to simulate the conden-
sation process. The final form of the model is as fol-
lows:
if p ≤ pvap

Re =
ρvρ1

ρ
α(1−α)

3
Rb

√
2
3
(pvap − p)

ρ1
. (9)

if p ≥ pvap

Rc =
ρvρ1

ρ
α(1−α)

3
Rb

√
2
3
(p− pvap)

ρ1
. (10)

If ultrasonic frequency is small (< 1MHz) and
pressure amplitude is much smaller than the atmo-
spheric static pressure (101 kPa), a bubble will be in
the state of stable cavitation (Hu, 2013), i.e. fluctu-
ate around its initial radius in the periodic mode pe-
riodically. This process should be described using
an empirical equation based on the simplified Keller-
Herring model (Carvell and Bigelow, 2011)

R0 ∼= 3 {MHz} µm
f lin
0

, (11)

where R0 is the radius of the bubble, µm; µ is the
shearing viscosity coefficient, f lin

0 is ultrasonic fre-
quency, MHz.

It should be noted that at higher pressure, the bub-
ble reaction also largely depends on the ultrasonic
field pressure amplitude and, therefore, equation (11)
is no longer possible in this “inertial cavitation” sce-
nario.
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There are expressions in (Carvell and Bigelow,
2011) to calculate the optimal initial radius of the bub-
ble for maximum expansion depending on ultrasonic
frequency and pressure amplitude

Roptimal =
1√

0.0327F2 +0.0679F +16.5P2
, (12)

where P is the pressure amplitude for the ultrasonic
sinusoidal wave, MPa; f is frequency, MHz; Roptimal
is the optimal bubble radius, µm.

For example, if f = 1MHz, P = 1MPa, the opti-
mal bubble radius is 0.2454m.

Calculation covers the frequency range, MHz,
pressure amplitudes, MPa and radii, µm used in mod-
elling (Hu, 2013) (table 1). It should be noted that
at f = 0.5MHz and pressure P = 8.0MPa the initial
radius is R = 30.75nm.

After converting dependence (12), we get a square
equation that includes the function of optimal fre-
quency for a certain size of bubbles from where F (R)
at the known pressure P can be determined from the
expression

F (R) =

−0.068±
√

0.0682 −4 ·0.034 ·
(
6.5P2 − 1

R
)

2 ·0.033
. (13)

where Roptimal is the optimal bubble size, µm; F () is
frequency of high-energy ultrasound, MHz.

Consequently, the cavitation mode with the known
bubble size is formed by impacting the slurry with
high-energy ultrasound with F

(
Roptimal

)
frequency.

We denote the function of distributing bubbles
by size by f (R), then the value f (R)dR determines
the fraction of bubbles within the size range of R to
R + dR.

Table 2 demonstrates the value of the function
used in calculations.

The obtained dependences allow determining op-
timal frequency of high-energy ultrasound to main-
tain cavitation in the iron ore slurry depending on pa-
rameters of its components. Therefore, to form con-
trolled cavitation processes and acoustic flows in the
iron ore slurry, it is necessary to model dynamic ef-
fects of high-energy ultrasound in the heterogeneous
medium.

3 RESULTS AND DISCUSSION

Bubble behavior under the influence of ultrasonic ra-
diation is modelled by using a specialized software
package Bubblesim in MATLAB (Hoff et al., 2000).

Dynamics of air bubble sizes during the modelling
process is determined through the modified Rayleigh-
Plesset equation (Hoff, 2001):

äa+
3
2

ȧ2 +
p0 + pi (t) pL

ρ
− a

pc
ṗL = 0 (14)

where a is the bubble radius, m; p0 is hydrostatic pres-
sure, Pa; pi is acoustic pressure, Pa; pL is pressure on
the bubble surface, Pa; ρ is fluid density, kg/m3; c is
the sound speed, m/s.

The following dependence is used to determine
the value of the bubble surface pressure pL:

pL =−4ηL
ȧ
a
− (T2 −T1)+ pg

(ae

a

)3k
(15)

where νL is the internal friction coefficient; T1, T2 are
tension of the inner and outer bubble walls, respec-
tively; pg is internal pressure of gas bubbles, Pa; k is
the gas constant of the polytropic process.

The modelling results with nonlinear effects of
high-energy ultrasound considered are presented in
(figure 1): the driving pulse (figure 1, a), changes of
the bubble radius (figure 1, b), the signal spectrum
(figure 1, c).

During the study, the radiation pressure amplitude
is 0.3 MPa, while the ultrasound frequency changes
and makes 1 MHz, 3 MHz, 5 MHz.

To model the process of ultrasonic signal propa-
gation in the liquid medium when changing the sound
propagation rate and density, the 1st and 2nd-order
k-space method is used based on the 1st-order linear
equations (Tabei et al., 2002; Mast et al., 2001).

To apply the k-space method to the system of the
1st-order equations describing wave propagation, the
2nd-order k-space operator can be used by dividing it
into parts associated with each spatial direction. For a
two-dimensional case, this procedure is performed as
follows

∂p(r, t)

∂(c0∆t)+x
≡

= F−1

(
ikxeikx∆x/2 sin

(
c0∆t k

/
2
)

c0∆t k
/

2
F (p(r, t))

)
; (16)

∂p(r, t)

∂(c0∆t)+y
≡ F−1

(
ikyeiky∆y

/
2 sin

(
c0∆t k

/
2
)

c0∆t k
/

2
F (p(r, t))

)
;

∂p(r, t)

∂(c0∆t)−x
≡ F−1

(
ikxeikx∆x/2 sin

(
c0∆t k

/
2
)

c0∆t k
/

2
F (p(r, t))

)
;

∂p(r, t)

∂(c0∆t)−y
≡ F−1

(
ikyeiky∆y

/
2 sin

(
c0∆t k

/
2
)

c0∆t k
/

2
F (p(r, t))

)
;
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Table 1: Parameters of ultrasonic cavitation modes.

f, MHz P, MPa
0.01 0.1 0.3 0.5 0.7 1.0 3.0 5.0 8.0

0.5 4.779 2.197 0.809 0.489 0.350 0.245 0.082 0.049 0.031
1.0 3.127 1.940 0.794 0.486 0.349 0.245 0.082 0.049 0.031
3.0 1.414 1.228 0.710 0.465 0.341 0.242 0.081 0.049 0.031
5.0 0.929 0.869 0.615 0.435 0.328 0.238 0.081 0.049 0.031

Table 2: Values of the function of distributing bubbles by size.

R,m×10−6 3 5 10 20 50
f (R),m−1 0.0054 0.0273 0.0545 0.330 0.545
R,m×10−4 1.5 2.0 2.5 3.0 3.5
f (R),m−1 ×10−3 49 21.2 10.9 6.5 4.1

so that
(

∂p(r, t)

∂(c0∆t)+x

∂p(r, t)

∂(c0∆t)−x
+

∂p(r, t)

∂(c0∆t)+y

∂p(r, t)

∂(c0∆t)−y

)
p(r, t)=

=
(

∇(c0∆t)
)2

p(r, t) (17)

Spatial-frequency components kx and ky are deter-
mined so that k2 = k2

x + k2
y . The use of equation op-

erators (16) in (15) enables formation of the 1st-order
k-space method which is equivalent to equation (14).
Application of exponential coefficients from equation
(16) requires evaluation of ultrasonic wave velocities
ux and uy at the grid points at intervals ∆x

/
2 and

∆y
/

2, respectively. The resulting algorithm has the
form

ux (r1, t+)−ux (r1, t−)
∆t

=
1

ρ(r1)

∂p(r, t)

∂(c0∆t)+x
;

uy (r2, t+)−uy (r2, t−)
∆t

=
1

ρ(r2)

∂p(r, t)

∂(c0∆t)+y
;

p(r, t +∆t)− p(r, t)
∆t

=

=−ρ(r)c(r)2
(

∂ux (r1, t+)

∂(c0∆t)−x
+

∂uy (r2, t+)

∂(c0∆t)−y

)

(18)
where

r1 ≡
(
x+∆x

/
2,y
)
, r2 ≡

(
x,y+∆x

/
2
)
,

t+ ≡ t +∆t
/

2, t− ≡ t −∆t
/

2.
(19)

In equation (18), the coefficients c0 and ρ0 are
replaced spatially and transformed by values of the
sound speed and density c(r) and r (r) . Spatial dis-
tribution in equation (18) is implicitly introduced into
spatial derivatives of the operators considered. For
example, operators

∂
/

∂(c0∆t)+x

and
∂
/

∂(c0∆t)−x

determined by formula (16) correspond to derivatives
calculated after spatial shifts according to the Fourier
transformation shift property ∆x

/
2 and −∆x

/
2 , re-

spectively.
High-energy ultrasound power, which allows

maintaining cavitation modes in the iron ore slurry, is
calculated on the basis of the above results of studying
distribution of the ultrasonic pulse front by using HI-
FUSimulator v1.2 (Soneson, 2011). The calculation
results are given in figures 3, 4, 5, 6, 7.

The modelling results enable us to conclude that
in order to improve quality of cleaning ore particles
before flotation, it is advisable to apply a spatial effect
to the iron ore slurry by means of high-energy ultra-
sound of 20kHz in the cavitation mode modulated by
high-frequency pulses of 1 MHz - 5 MHz.

At the same time, the reasons for forming floc-
cules from particles of magnetite iron ore slurry,
which being beneficiated move relative to each other
and interact with their poles, include movement of
ferromagnetic particles in the magnetic field to re-
duce total magnetostatic energy (energy of free poles)
(Karmazin and Karmazin, 2005). This phenomenon
is an integral part of beneficiation of fine materials
with significant magnetic properties and directly af-
fects efficiency of beneficiation. The size of floccules
can vary from 2 to 1000 diameters of the particles
forming them.

The phenomenon of fluctuations of monopolar
blast furnace boundaries under the action of ultrasonic
waves propagating along them is explained by the fact
that ultrasound causes variable mechanical stresses in
iron particles, which leads to an increase in magnitude
of magneto-elastic energy Ud generally determined
from the expression (Vlasko-Vlasov and Tikhomirov,
1991)

Ud =−σ ·λ (20)
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(a)

(b)

(c)

Figure 1: Modelling results of cavitation processes under
high-energy ultrasound.

Figure 2: Radial intensity in the ultrasound focus.

Figure 3: Intensity in the ultrasound focus.

Figure 4: Axial distribution of pressure of the first five har-
monics of ultrasonic radiation.

Figure 5: Axial pressure peaks in ultrasonic radiation.

Figure 6: Distribution of radial pressure of the first five har-
monics in the ultrasonic radiation focus.
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Figure 7: Shape of the ultrasonic wave along the radiation
axis at the distance (z=7.73 cm), which corresponds to the
peak intensity.

where λ is magnetostriction; σ is tension.
According to the Akulov anisotropy law, the ex-

pression for Ud has the following form (Chikazumi,
2009):

Ud =−σ·
(

a1 ∑
i=1,2,3

(
S2

i β2
i −

1
3

)
+a2 ∑

i ̸= j

(
SiS jβiβ j

)
)

(21)
To observe the condition

∂(UK +UD +UH)

∂α
= 0 (22)

where UK is magnetic anisotropy energy of a crystal;
UH is energy of the external magnetic field.

According to expressions (20)–(22), if energy UH
changes, magnetism of the particles increases.

Interaction of magnetic masses in flocculation is
described in accordance with the Coulomb law to
determine the strength of flocculated formations Ff l
(Karmazin and Karmazin, 2005):

Ff l = σ f ls = kχ2H2s2/(µ0r2) (23)

where σ f l is the floccule strength, S is the area of the
floccule cross section, k is the coefficient specifying
the coordinate of the point of magnetic mass concen-
tration, ξ is magnetic susceptibility, H is intensity of
the magnetic field, r is the distance of interaction.

The strength of floccules is determined by the ex-
pression (Karmazin and Karmazin, 2005):

σ f l = kJ2
/
(1−χN)2 (24)

where k is the proportionality coefficient; J is floccule
magnetization; N is the floccule demagnetization co-
efficient. This characteristic is also evaluated by the
expression of ferromagnetic energy:

Ff l =−dU
dx

=−d (BHV )

dx
=−0.5BHV =−0.5µH2s;

σ f l = 0.5µH2.
(25)

When studying flocculation and deflocculation,
one should consider the dependence of magnetic sus-
ceptibility γc on duration of magnetization t.

The dependence of the flocculation degree Ψ and
the field intensity looks like (Karmazin and Kar-
mazin, 2005):

ψ = k1H2
0 +∆ψδ(H −Hkr)+

+(1+ψ2)(1− exp(−k2 (H −Hkr))) ,
(26)

where H0 is initial intensity of the magnetic field
which causes equilibral reversible flocculation; ∆ψ =
ψ1 −ψ2 is an increase in the flocculation degree due
to the avalanche process; ψ1 −ψ2 are flocculation de-
grees at the beginning and at the end of the avalanche
process, respectively, which are functions of concen-
tration, the formfactor, size and magnetic suscepti-
bility of flocculating particles; Hkr is critical field
tension causing avalanche flocculation H0 < Hkr; k1,
k2 are intensity coefficients presented as functions of
concentration, magnetic susceptibility, the formfac-
tor, the Reynolds parameter for the hydromechanical
mode of the medium motion, particle size dependent
on time [k2 = f (C,N, ℵ, Re,d, t)] ; δ(H −Hkr) is the
Dirac function from tension;

∫ Hkr+∆
Hkr−∆ δ(H −Hkr)dH =

1, where ∆ is a small number.
The dependence of size of the narrow fraction

particle extracted from the floccule (flocculation de-
gree) E obtained in (Karmazin and Karmazin, 2005;
Chikazumi, 2009), shows a significant dependence of
flocculation on the content of the ferromagnetic com-
ponent in the iron ore slurry:

E = 1− e


− r0v0t

∫ R f
r0 exp(−kχd(r−1

0 −r−1)
/
(3πµDt ))rdr




(27)

noindent where r0 is the radius of the floccule; v0 is
the speed of particles of a narrow fraction near the
surface of the floccule; t is flocculation time; Dt is
the turbulent diffusion coefficient. It should be noted
that with decreased size, magnetic susceptibility of
the magnetic sharply decreases, and the coercive force
increases sharply, which is explained by approxima-
tion to the monodomain size of magnetite, that com-
plicating the flocculation process.

When implementing this approach, the ultrasonic
wave radiator should be able to vary frequency during
measurements in a fairly wide range. In practice, this
can be done by means of the ultrasonic phased array.
While developing its design, the influence of the dis-
tance between elements, wavelength and the number
of elements on controllability and efficiency of ultra-
sonic radiation are investigated. Optimal parameters
of the ultrasonic phased array are selected by indica-
tors that characterize its directional diagram (Morkun
et al., 2015b,c).

Analysis of the research results enables conclud-
ing that in order to increase efficiency of the flotation
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process by disintegrating flocculated ore formations,
it is advisable to exert a spatial effect on the iron ore
slurry including a combination of high-energy ultra-
sound and the pulsed magnetic field of descending in-
tensity.

The modelling results enable concluding that to
improve quality of ore particles cleaning before flota-
tion, it is advisable to apply a spatial effect to the
iron ore slurry. This includes a combination of high-
energy ultrasound of 20 kHz in the cavitation mode
modulated by high-frequency pulses within 1 MHz-
5 MHz and the pulsed magnetic field of descending
intensity. The next stage involves calculation of char-
acteristics of these effects and determination of the
device parameters to disintegrate flocculated ore for-
mations in the slurry flow on the basis of the ultra-
sonic phased array.

4 CONCLUSIONS

To increase efficiency of magnetite concentrates flota-
tion by disintegrating flocculated ore formations and
cleaning the particle surface, it is advisable to use
nonlinear effects of the high-energy ultrasonic field to
form and maintain cavitation processes and acoustic
flows in the iron ore slurry.

Investigation into cavitation patterns results in de-
pendences obtained to determine optimal frequency
of high-energy ultrasound aimed to maintain cavita-
tion processes in the iron ore slurry depending on pa-
rameters of its components.

Based on the modelling results, it is established
that in order to improve quality of ore particles clean-
ing before flotation, a spatial effect should be ex-
erted on the iron ore slurry, which includes a com-
bination of 20kHz high-energy ultrasound in the cav-
itation mode modulated by high-frequency pulses of
1 MHz-5 MHz and the pulsed magnetic field of de-
scending intensity.
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Abstract: Non-fungible tokens are the rising technology of the 21st century that is generally overlooked and considered
to be impractical. This paper aims to analyze the current state of NFT technology, as well as provide reasonable
applications for modern problems and ideas for further development and adoption of this technology. Several
live and in-development examples of such projects were provided in this article together with their description
and reasoning for the advantages of decentralized approach. Readers of this article are encouraged to consider
NFTs as a viable tool for traditional as well as yet unsolved problems.

1 INTRODUCTION

The rise of blockchain and cryptocurrency can be con-
sidered the greatest innovation of how people handle
money since the introduction of centralized banking
(Soloviev and Belinskiy, 2018). Being a decentral-
ized, distributed ledger that securely holds the infor-
mation on digital transactions it has already started to
disrupt traditional business models and financial sys-
tems, providing an alternative to traditional banking.
Since the first release of Bitcoin in 2009 the industry
has gone long way and has attracted a huge number of
new users, developers and investors. In the world of
ever-growing monopolies, the decentralized finance is
a breath of fresh air and a world of infinite possibili-
ties.

The number of crypto holders increases year by
year and new successful startups launch regularly. It
is estimated that over 6.5 million people, 15.72% of
Ukraine’s total population, currently own cryptocur-
rency as of 2021 (table 1) (TripleA, 2023). This num-
ber has, undoubtedly, drastically increased in 2022
due to the ongoing events, which have complicated
the traditional ways of managing finances, for in-
stance, the ban of P2P transfers from hryvnia payment
cards to foreign cards that was passed on 29 Septem-

a https://orcid.org/0000-0001-9146-1205
b https://orcid.org/0000-0001-9240-1976

Table 1: Crypto owners by country (sorted by the percent-
age of population).

Country Number
of crypto owners

Percentage
of the population

Vietnam 20,210,834 20.27%
Ukraine 6,516,114 15.72%

United States 46,020,521 13.74%
South Africa 7,712,116 12.45%

Kenya 6,101,599 11.60%
Pakistan 26,457,317 11.50%
Nigeria 22,332,791 10.34%

ber 2022 and took effect from 5 October 2022 (Na-
tional Bank of Ukraine, 2022).

Blockchain, however, can be used not only in or-
der to send international payments with record low
commissions and speed, but also to mint and trade
non-fungible tokens (NFTs).

2 THE NATURE OF NFTs

A non-fungible token (NFT) is a record on blockchain
which is associated with a particular digital or phys-
ical asset. Unlike regular fungible tokens (such as
Bitcoin, Tether, Ether, Solana) it has no equal coun-
terpart. That is, 1 Tether coin is always equal to
any other 1 Tether coin (in case of tradtitioanl fi-
nance 1 USD is always the same as any other 1 USD),

86
Lukash, S., Shapovalova, N. and Striuk, A.
NFTs: An Overhyped Gimmick or a Promising Technology of the 21st Century.
In Proceedings of the 5th Workshop for Young Scientists in Computer Science and Software Engineering (CS&SE@SW 2022), pages 86-92
ISBN: 978-989-758-653-8
Copyright © 2023 by SCITEPRESS – Science and Technology Publications, Lda. Under CC license (CC BY-NC-ND 4.0)



whereas any given NFT does not have an equal coun-
terpart, hence the name “non-fungible”. The own-
ership of an NFT is recorded in the blockchain, and
can be transferred by the owner, allowing NFTs to be
sold and traded. Usually NFTs contain references to
images (art, generated characters, photos, animated
GIFs, or any other image), videos, music, etc. (fig-
ure 1) (Ozone Networks, 2023).

Technically, it is possible for everyone to right
click an NFT art on any website and save it to the
hard drive, then use it as a regular image file – set it
as a screensaver, print it out or even go as far as to set
it as a profile picture on Twitter (as many online trolls
do).

However, the main point of NFTs is not that only
the owner gets to view the artwork, rather they are the
one, who have the ownership of it. The ownership, in
turn, can be easily verified thanks to the transparent
nature of blockchain. All relevant data, such as trans-
action history, price and other attributes of an NFT are
also publicly available.

A good analogy for NFTs could be conventional
pieces of art. Such paintings as Mona Lisa by
Leonardo da Vinci do not exist in one single copy, in-
stead, it can be found everywhere: decorating various
establishments, on merchandise, in movies, on desk-
top wallpapers and so on. However the original is the
one that bears the real value, both artistic and mate-
rial. NFTs are a lot alike in this matter. Although
instead of experts who determine the original it is the
blockchain and its users, who all agree on what the
original is, who it belongs to and what is its price.

No matter the benefits of this rising technology its
reputation still lags behind. NFTs are associated with
many controversies and are often considered to be a
gimmick and are expected by many to fade into obliv-
ion rather soon. It cannot be denied that this reputa-
tion is well deserved, since the technology is clearly
ahead of its time and is just starting to see truly prac-
tical applications.

For instance, an American influencer Logan Paul
bought an NFT from Azuki’s NFT collection for
$623 000, which is worth $10 today (figure 2) (Paul,
2022). It is the deals like this than make people won-
der if NFTs have any practicality.

3 PRACTICAL USE CASES

Having experience of working in various NFT
projects as a developer, in this article I would like to
provide you various ideas and examples of how we
can make NFTs useful and wipe off the questionable
reputation of this technology.

3.1 Fund Raising and Charity

The most obvious way that also removes most ques-
tions concerning the artistic value of an NFT is, of
course, fund raising.

There are several great projects that are also ex-
tremely actual that raise money for the support of
Ukrainian people, various funds, volunteers and, for
sure, the Armed Forces of Ukraine.

On of such projects is MetaHistory NFT museum
(figure 3), which is widely regarded and backed by
such organization as the Ministry of Digital Transfor-
mation of Ukraine.

Their “WARLINE” collection (Meta History: Mu-
seum of War, 2022) follows a chronology of events of
the Ukrainian history of modern times. Each token is
a real news piece from an official source and an illus-
tration from artists, both Ukrainian and international.
This helps not only to raise funds and raise awareness.
But also to record the history in a way, that can neither
be altered, nor destroyed.

One other project is a landing page for a part-
nership between Usyk Foundation and Blockasset.
The website was launched a couple of weeks be-
fore the “Oleksandr Usyk vs Anthony Joshua II” box-
ing match, which was a great way to gain atten-
tion. (More than that, the glorious victory of Olek-
sandr Usyk vastly improved sales). On this landed
page a collection of 2000 unique NFTs featuring
Oleksandr Usyk were being sold, each priced at $200.
This helped to raise $400 000 for medical and hygiene
supplies, food and much more. Blockasset has also
benefited, as more people got interested in the project
in general and in Usyk NFT collection in particular.

The collaboration on raising funds has ended.
Regular Blockasset NFTs, featuring Oleksandr Usyk
and other athletes, can still be purchased on such plat-
forms as Magic Eden (figure 4) (Blockasset, 2022).

3.2 Decentralized Digital Assets
Marketplace

Another great use case for NFTs is creating and trad-
ing unique content, which has not only artistic, but
also practical value and can be used in commercial
or non-commercial purposes. The examples of such
content are photos, music, video clips and so on.

At the moment there a lot of such online mar-
ketplaces to be found. Such popular services as
Envato (Envato, 2023), Shutterstock (Shutterstock,
2023) and Epidemic Sound (Epidemic Sound, 2022)
have existed for quite a long time and have gathered
thousands of creators, clients and pieces of content.
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Figure 1: NFT examples from OpenSea, one of the largest non-fungible token marketplaces.

Figure 2: A tweet by Logan Paul on his NFT purchase.

Such marketplaces can also be implemented us-
ing Web3 technologies. All these assets will benefit
from transparent copyright law protection thanks to
the transparent nature of blockchain, and users and
creators can perform payments using cryptocurrency.

One of such projects is an NDA1 project I am cur-
rently working on. Since it is completely confidential
the good way to describe it is to talk about its closest
competitor – Releap.

Releap is a music distribution protocol where
artists can publish their tracks as a set of NFTs to
be discovered, enjoyed and traded on chain (fig-
ure 5) (Rel, 2022).

This project aims to empower emerging and major
artists with new ways of gaining exposure, engaging
with fans and monetizing their work. With Releap its
possible to do such things as:

• Mint music NFTs that can interact with any
NFT DApp2 (e.g. NFT exchanges, lending or
renting protocols) in the Solana ecosystem.

• Discover new music from our growing creator
community and directly support creators that user

1NDA – non-disclosure agreement
2DApp – decentralized application
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Figure 3: MetaHistory NFT museum ”WARLINE” collection page.
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Figure 4: Usyk NFT collection page on Magic Eden.

loves.

• Buy and sell Solana music NFTs on Releap Ex-
change.

• Interact with music-loving community through
public posts and comments.

• Engage with collectors who have bought user’s
NFTs through gated posts using Releap Circles.

The same model of using NFTs for original con-
tent can also be applied to photos, videos, art and any
other digital assets.

3.3 Documents and Certificates

The problem of issuing and verifying documents dig-
itally is widely regarded, as of today. A great leap in
this field can be contributed to the Ministry of Digi-
tal Transformation of Ukraine with their project Diia
(Diia, 2022), which was launched in 2020 and since
then has been helping Ukrainian citizens to use digi-
tal documents in their smartphones instead of physi-
cal ones for identification and sharing purposes. Also,
the Diia portal allows access to over 50 governmental
services, all within the click of mouse.

The disadvantage of such service is its centralized
nature, were users heavily depend on the IT team of
Diia to keep everything stable, working as expected
and have 24/7 uptime. To mitigate these drawbacks
we could also make a good use of blockchain and
NFTs to emit, distribute and validate various types of
documents and certificates in a decentralized manner.

Thanks to the nature of blockchain it would be
easy to establish a specific account that would be
associated with a particular governmental or non-
governmental institution. This institution could emit
documents or certificates by means of minting NFTs.

The ideal documents or certificates for this use
case are the ones that do not contain sensitive infor-
mation, such as: diplomas, certificates, awards, tick-
ets, invitations, and others.

Other documents, such as driver’s licence could be
modified for Web3 to only contain non-sensitive in-
formation, such as the date of issue and vehicle types
that the barer is capable of conducting.

Documents, that contain sensitive information
could be still managed in a centralized manner.

There is number of advantages of the decen-
tralized approach in document management, among
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Figure 5: Releap – a platform for music NFTs on Solana.

them:

• Web3-based authentication

• transparency

• ease of validation

• impossibility to counterfeit

• absence of reliance on one specific web service

Such application of blockchain is yet to see light.
Ukraine is the first country in the world to implement
electronic passports, so it is, for sure, early to discuss
a Web3 implementation for something that is yet to
come to the majority of the world.

On the other hand non-governmental documents
and certificates are rather common. Innovative on-
line platforms use NFTs in order to issue diplomas
for their online courses (especially when the course is
about Web3 technologies). And ecosystems, such as
Blockasset (Athlete-verified NFT and token ecosys-
tem, 2023) use NFTs to provide exclusive access to
content (videos, interviews, behind-the scenes clips)
and allow users to have a chat with their favourite ath-
lete in Discord.

4 CONCLUSION

As of today NFTs are associated with many contro-
versies and are often considered to be a short-lasting
gimmick and a subject for speculation. However it

appears to be not an issue of the technology itself, but
its use case. There is a wide range of options when it
comes to NFTs that bring the advantages of decentral-
ized applications into previously existing fields, some
of which were described in this article:

• fund raising and charity

• decentralized digital assets marketplace

• documents and certificates

There are many other use cases of NFTs which
were not mentioned in this article. Basically almost
everything we know today can be implemented in a
decentralized manner, what is required is a correct
and thoughtful implementation.

All in all, non-fungible tokens make a perspective
and promising technology which proves an important
and universal point – it is not a technology that should
be feared or praised, rather its application.

REFERENCES

(2022). Releap - Social NFT Platform on Solana. https:
//beta.releap.io/.

Athlete-verified NFT and token ecosystem (2023). Block-
asset. https://www.blockasset.co.

Blockasset (2022). Magic Eden - NFT Marketplace: USYK
— Blockasset. https://magiceden.io/marketplace/
usyk.

NFTs: An Overhyped Gimmick or a Promising Technology of the 21st Century

91



Diia (2022). Government services online. https://diia.gov.
ua/.

Envato (2023). Envato - Top digital assets and services.
https://www.envato.com/.

Epidemic Sound (2022). Royalty Free Music for video cre-
ators. https://www.epidemicsound.com. [Online; ac-
cessed 28-October-2022].

Meta History: Museum of War (2022). Warline: A
chronology of events of the Ukrainian history. https:
//metahistory.gallery/collection/warline.

National Bank of Ukraine (2022). The National Bank of
Ukraine is taking measures to ease demand in the FX
market’s cash segment and protect international re-
serves, and clarifying some provisions. https://tinyurl.
com/4r3bh9uy.

Ozone Networks (2023). OpenSea, the largest NFT market-
place. https://opensea.io/.

Paul, L. (2022). A tweet on NFT purchase. https://twitter.
com/loganpaul/status/1547314126698995713.

Shutterstock (2023). Stock Images, Photos, Vectors, Video,
and Music. https://www.shutterstock.com.

Soloviev, V. N. and Belinskiy, A. (2018). Complex Systems
Theory and Crashes of Cryptocurrency Market. In Er-
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