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Abstract
This is an introductory text to a collection of selected papers from the 3rd Workshop for Young Sci-
entists in Computer Science & Software Engineering (CS&SE@SW 2020), which was held in Kryvyi
Rih, Ukraine, on the November 27, 2020. It consists of short summaries of selected papers and some
observations about the event and its future.
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1. CS&SE@SW 2020: At a glance

Workshop for Young Scientists in Computer Science & Software Engineering (CS&SE@SW) is
a peer-reviewed workshop focusing on research advances, applications of information tech-
nologies.

CS&SE@SW topics of interest since 2018 [1, 2] are:

• Computer Science (CS):

– Theoretical computer science

∗ Data structures and algorithms

∗ Theory of computation

∗ Information and coding theory
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∗ Programming language theory

∗ Formal methods

– Computer systems

∗ Computer architecture and computer engineering

∗ Computer performance analysis

∗ Concurrent, parallel and distributed systems

∗ Computer networks

∗ Formal methods

∗ Databases

– Computer applications

∗ Computer graphics and visualization

∗ Human-computer interaction

∗ Scientific computing

∗ Artificial intelligence

• Software Engineering (SE):

– Software requirements

– Software design

– Software construction

– Software testing

– Software maintenance

– Software configuration management

– Software engineering management

– Software development process

– Software engineering models and methods

– Software quality

– Software engineering professional practice

– Software engineering economics

– Computing foundations

– Mathematical foundations

– Engineering foundations
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This volume represents the proceedings of the
3rd Workshop for Young Scientists in Computer
Science & Software Engineering (CS&SE@SW
2020), held in Kryvyi Rih, Ukraine, on November
27, 2020. It comprises 9 contributed papers that
were carefully peer-reviewed and selected from 15
submissions. Each submission was reviewed by at least 2, and on the average 2.7, program com-
mittee members. The accepted papers present the state-of-the-art overview of successful cases
and provides guidelines for future research.

2. CS&SE@SW 2020 Program Committee

2.1. Core Program Committee

• Arnold Kiv, Ben-Gurion University of the Negev, Israel

• Vasyl Oleksiuk, Ternopil Volodymyr Hnatiuk National Pedagogical University, Ukraine

• Viacheslav Osadchyi, Bogdan Khmelnitsky Melitopol State Pedagogical University, Ukraine

• Antonii Rzheuskyi, Lviv Polytechnic National University, Ukraine

• Serhiy Semerikov, Kryvyi Rih State Pedagogical University, Ukraine

• Vladimir N. Soloviev, Kryvyi Rih State Pedagogical University, Ukraine

2.2. Additional reviewers

• Pavlo Hryhoruk, Khmelnytskyi National University, Ukraine

• Oleksii Ignatenko, Institute of Software Systems, Ukraine

• Oleksandr Kolgatin, Simon Kuznets Kharkiv National University of Economics, Ukraine

• Andrey Kupin, Kryvyi Rih National University, Ukraine

• Oleg Pursky, Kyiv National University of Trade and Economics, Ukraine

• Andrii Striuk, Kryvyi Rih National University, Ukraine

• Nataliia Veretennikova, Lviv Polytechnic National University, Ukraine

3. CS&SE@SW 2020 Article overview

Oleksii R. Rudkovskyi (figure 1) and Galina G. Kirichek in their article [3] implemented a
method of organizing a distributed network to launch and support the work of applications.
In the process of building the network model, different algorithms were used, at the same time
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Figure 1: Presentation of paper [3]

encryption algorithms are used (Elliptic curve Diffie–Hellman and Advanced Encryption Stan-
dard), Secure Hash Algorithm 1 algorithms for hashing, onion routing algorithm and other.
Transmission Control Protocol transport protocol is used to send data between nodes of the
network. Methods and application for creating and launching other applications have been
implemented in the Java language. Linux containers and Docker are used to isolate different
applications running on the network. In this way, different applications written using differ-
ent programming languages can run without affecting other running applications and client’s
operation system. Application’s data is stored on the network distributed with and without
encryption.

Vladimir N. Soloviev, Andrii O. Bielinskyi (figure 2) and Natalia A. Kharadzjan in the arti-
cle [4] demonstrate the possibility of constructing indicators of critical and crash phenomena
on the example of Bitcoin market crashes for further demonstration of their efficiency on the
crash that is related to the coronavirus pandemic. For this purpose, the methods of the theory
of complex systems have been used. Since the theory of complex systems has quite an exten-
sive toolkit for exploring the nonlinear complex system, authors take a look at the application
of the concept of entropy in finance and use this concept to construct 6 effective entropy mea-
sures: Shannon entropy, Approximate entropy, Permutation entropy, and 3 Recurrence based
entropies. Authors provide computational results that prove that these indicators could have
been used to identify the beginning of the crash and predict the future course of events asso-
ciated with the current pandemic.

Reducing costs is an important part in todays buisness. Therefore manufacturers try to
reduce unnecessary work processes and storage costs. Machine maintenance is a big, complex,
regular process. In addition, the spare parts required for this must be kept in stock until a
machine fails. In order to avoid a production breakdown in the event of an unexpected failure,
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Figure 2: Presentation of paper [4]

Figure 3: Presentation of paper [5]

more and more manufacturers rely on predictive maintenance for their machines. This enables
more precise planning of necessary maintenance and repair work, as well as a precise ordering
of the spare parts required for this. A large amount of past as well as current information is
required to create such a predictive forecast about machines. With the classification of motors
based on vibration, the paper [5] of Christoph Kammerer (figure 3), Micha Küstner, Michael
Gaust, Pascal Starke, Roman Radtke and Alexander Jesser deals with the implementation of
predictive maintenance for thermal systems. There is an overview of suitable sensors and data
processing methods, as well as various classification algorithms. In the end, the best sensor-
algorithm combinations are shown.
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Figure 4: Presentation of paper [6]

Figure 5: Presentation of paper [7]

The paper [6] of Dmitriy Bukreiev (figure 4), Pavlo Chornyi, Evgeniy Kupchak and Andrey
Sender reveals the problematic features of developing an automated system for teaching stu-
dents. The authors emphasize the need to study the specialized needs of the system before the
development process and conduct an in-depth analysis of the needs of the modern educational
process in order to identify the needs of the future product. In this paper authors develop a
model of knowledge representation in the system and reveal the features of the mathematical
apparatus for calculating and automating the processes of obtaining and evaluating students
knowledge.

The paper [7] of Nikita A. Shevtsiv (figure 5) and Andrii M. Striuk analyzes the advantages
and disadvantages of cross-platform and native mobile application development. The condi-
tions are highlighted in which native and cross-platform development reveal their advantages.
These conditions include the project size, work comfort, popularity, relevance. It was con-
cluded that a beginner developer should start learning from native development, and then try
cross- platform.
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Figure 6: Presentation of paper [8]

Web augmented reality (WebAR) development tools aimed at improving the visual aspects
of learning are far from being visual and available themselves. This causing problems of se-
lecting and testing WebAR development tools for CS undergraduates mastering in web-design
basics. The article [8] of Dmytro S. Shepiliev, Yevhenii O. Modlo, Yuliia V. Yechkalo, Viktoriia
V. Tkachuk, Mykhailo M. Mintii, Iryna S. Mintii, Oksana M. Markova, Tetiana V. Selivanova,
Olena M. Drashko, Olga O. Kalinichenko, Tetiana A. Vakaliuk, Viacheslav V. Osadchyi and
Serhiy O. Semerikov (figure 6) is aimed at conducting comparative analysis of WebAR tools to
select those appropriated for beginners.

Machine learning is now widely used almost everywhere, primarily for forecasting. The
main idea of the article [9] of Pavlo V. Zahorodko, Yevhenii O. Modlo, Olga O. Kalinichenko,
Tetiana V. Selivanova and Serhiy O. Semerikov (figure 7) is to identify the possibility of achiev-
ing a quantum advantage when solving machine learning problems on a quantum computer.

The paper [10] of Bohdan V. Hrebeniuk (figure 8) and Olena H. Rybalchenko analyzes the
existing platforms for conducting programming contests. Possible approaches are analyzed
for creating isolated environments and running participants’ solutions, advantages and disad-
vantages of both approaches are highlighted. Requirements for the user interface are defined
that must provide quick and convenient work in the system; the system was planned and de-
veloped. It was concluded that designed system has a potential for conducting contests and
further development.

The paper [11] of Mykola V. Klymenko (figure 9) and Andrii M. Striuk considers the typical
technical features of GPS-tracking systems and their development, as well as an analysis of
existing solutions to the problem. Mathematical models for the operation of hardware and
software of this complex have been created. An adaptive user interface has been developed
that allows you to use this complex from a smartphone or personal computer. Methods for
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Figure 7: Presentation of paper [9]

Figure 8: Presentation of paper [10]

displaying the distance traveled by a moving object on an electronic map have been developed.
Atmega162-16PU microcontroller software for GSM module and GPS receiver control has been
developed. A method of data transfer from a GPS tracker to a web server has been developed.
Two valid experimental samples of GPS-trackers were made and tested in uncertain conditions.
The GPS-tracking software and hardware can be used to monitor the movement of moving
objects that are within the coverage of GSM cellular networks.
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Figure 9: Presentation of paper [11]

4. CS&SE@SW 2020: Conclusion and outlook

The vision of the CS&SE@SW 2020 is provides an expert environment for young researchers,
who are at the beginning of their career, to present and discuss the most recent of ideas and
early results of research projects. Young researchers, who will join us to take part in discus-
sions and/or present their papers, will be offered an opportunity to exchange and discuss their
research ideas with their peers, supervisors, and senior scientists working in the fields that are
within the scope of CS&SE@SW.

The third instalment of CS&SE@SW was organised by Kryvyi Rih National University,
Ukraine (with support of the rector Mykola I. Stupnik) in collaboration with Kryvyi Rih State
Pedagogical University, Ukraine (with support of the rector Yaroslav V. Shramko), Institute of
Information Technologies and Learning Tools of the NAES of Ukraine (with support of the di-
rector Valeriy Yu. Bykov) and Ben-Gurion University of the Negev, Israel (with support of the
rector Chaim J. Hames).

We are thankful to all the authors who submitted papers and the delegates for their participa-
tion and their interest in CS&SE@SW as a platform to share their ideas and innovation. Also,
we are also thankful to all the program committee members for providing continuous guid-
ance and efforts taken by peer reviewers contributed to improve the quality of papers provided
constructive critical comments, improvements and corrections to the authors are gratefully
appreciated for their contribution to the success of the workshop.

We hope you enjoy this workshop and meet again in more friendly, hilarious, and happiness
of further CS&SE@SW 2021 at Kryvyi Rih, Ukraine on November 26, 2021.
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Abstract
In this article implemented a method of organizing a distributed network to launch and support the work
of applications. In the process of building the network model, different algorithms were used, at the same
time encryption algorithms are used (Elliptic curve Diffie–Hellman and Advanced Encryption Standard),
Secure Hash Algorithm 1 algorithms for hashing, onion routing algorithm and other. Transmission
Control Protocol transport protocol is used to send data between nodes of the network. Methods and
application for creating and launching other applications have been implemented in the Java language.
Linux containers and Docker are used to isolate different applications running on the network. In this
way, different applications written using different programming languages can run without affecting
other running applications and client’s operation system. Application’s data is stored on the network
distributed with and without encryption.

Keywords
Docker, distributed networks, encryption, Java, TCP

1. Introduction

In today’s world it is impossible to imagine the operation of data transmission devices for var-
ious purposes without a network connection. It is even more difficult to imagine performing a
large number of tasks without using the usual services, such as e-mail, cloud storage, various
messengers, web applications, etc. In addition, the development of data transmission systems
has reached a level where almost any object can be connected to the network. This constantly
increases the amount of traffic and data that needs to be stored or processed. Therefore, with
the development of information technology and data transmission methods, the issues of fur-
ther development of networks and support of secure data transmission systems are becoming
more and more urgent and acute [1].

One of the problems of the modern Internet is the rapid development of the Internet of
Things. According to the latest forecasts for the next few years, the number of devices con-
nected to the Internet will increase several times. With the new version of the internet protocol
(IP) IPv6, the number of addresses compared to IPv4, increased at times, but in the near future,
this volume of addresses may be exhausted, according to the rate of growth of the Internet
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of things. The reasons for the acceleration of filling IPv6 also include legislation of individual
countries or alliances, the development of astronautics and the colonization of other planets
[2].

Currently, almost all applications run in the form of client-server services. These services
allow you to exchange messages, transfer files, receive news and publish them. Services can
interact with both users and other services. But now the services are poorly protected and,
after attacks by attackers, may lose confidential information left by users. In addition to public
information, attackers steal bank card data, private files, etc., so the protection of this data is
a priority for companies. In addition, it is constantly necessary to address the availability and
speed of information transfer [3].

Thus, it is relevant to solve the problems of increasing the speed of information processing,
supporting the security of transmission, storing and processing data, as well as executing server
applications as close as possible to the client in order to reduce the delays between executing
requests and receiving responses (critical for the operation of some categories of IoT devices).

2. Objectives and solutions

2.1. Objectives

The purpose of this work is to research and implement software that can support communi-
cation of network devices and applications, by developing protocol of distributed system to
improve work on services and their communication with devices. The object of this research
is the process of software implementation that support distributed communication between
devices and applications. The subject of research are the models, methods and software tools
for organizing the interaction of devices and applications in a distributed environment.

Currently, familiar virtual or dedicated machines (VPS and VDS) are used as a server infras-
tructure for applications, but recently containers are gaining more and more popularity due to
the ease of scaling, security and speed of work [4, 5]. At the same time, the Internet is actively
developing decentralized and distributed system on which it is also possible to create appli-
cations. These applications use a distributed database (usually blockchain), which guarantees
the security of data storage, and allow interaction with applications with different devices and
programs that are capable of performing certain calculations to participate in the system it-
self. The problem is that traditional technologies are not secure enough, and new distributed
systems do not provide the same capabilities for creating and interacting with programs that
traditional ones provide. For example, the Ethereum network provides the ability to develop
applications that are able to receive data from outside and trigger events that other programs
can process, but these programs are extremely limited in functionality and are not able to in-
teract with other devices on the Ethereum network or with devices from Internet and are not
capable of performing any resource-intensive tasks [6, 7].

The research is aimed at finding a solution that combines two approaches to developing and
launching applications, providing a high level of security in the form of a distributed network
and providing many opportunities for developers as traditional servers provides.

As the platform of distributed network many different independent devices (personal com-
puters, mobile phones, servers, etc.), which contain launched specific software, is used. On
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launching the application and while it works, devices connecting to each other and always
ready to participate in processing or transferring a data. Device can support multiple roles: be
a binder (intermediate) node, store data, launch applications or be a client who requests some
calculations. Special algorithms are used to define a role for each node.

Before launching client’s application, network should detect involved, active devices, find
needed for processing requests nodes, connect involved nodes into one network and, after
that, should launch needed applications. At the same time, while working, devices additionally
divided to next types: computer node (executes needed application, in network can be one or
more nodes of this type); client node (node, which requests calculations or that can receive
calculated data); router (intermediate device that connect other nodes and control process of
calculation).

For different types of nodes authors recommends to use different types of packets. In this
case, router (intermediate device) should support safety of data transmission without having
access to them in the same time. Based on the fact, that the network is distributed, we consider
in advance any node in the network to be compromised and unsafe. Therefore, considering
this fact, for solving safety problem when transferring data in distributed network in work
proposed to use special algorithms for transferring and encrypting data.

2.2. Solutions for building a system

Consider several popular programming languages and applications that are suitable for real-
ization of this task.

Java - a cross-platform programming language used for desktop and mobile devices sup-
ports a set of existing libraries for cryptography and network. Python is also a cross-platform,
interpreted language, but slower. C++ is a low-level language, productive and with a large
number of ready-made libraries, but more difficult to write program code [8]. After the anal-
ysis, the Java programming language was selected as cross-platform, object-oriented, popular,
simple and fast enough [9, 10]. It allows you to run an application on many operating systems
(Windows, Linux, macOS, etc.).

In the analysis of existing methods and encryption algorithms are considered the most pop-
ular AES, RSA, 3DES, and ECDH. A high level of security is provided by the asynchronous RSA
or ECDH algorithm. At the same time, ECDH has high security with a shorter key length, and
the RSA algorithm works faster. Since both algorithms do not allow encrypting large amounts
of data, to solve the problem, we use a common encryption key and the synchronous AES
algorithm as the safest and fastest [11, 12].

When choosing an isolated environment, virtualization methods using virtual machines and
Linux containers are considered [2]. Virtualization consumes a lot of resources, which is why
the number of concurrent virtual areas is very limited. Containers give access to all the re-
sources of a node, are faster, and support the simultaneous operation of dozens of isolated
areas [13]. When conducting research, Docker was chosen as an isolated environment, using
Linux containers, as the most productive and not limiting the work of programs [13].

TCP is used as a data transfer protocol. For testing the system, a virtual machine created
in VirtualBox with Ubuntu installed was selected. As a platform for transferring data overlay
network is used. In this case, data transmission functions are assigned to the lower levels, thus
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abstracted from the network, operating systems and technologies. The same data is sent over
the same algorithm regardless of the kind of network technology used by the client.

The next functionality that should be implemented in the network is the self-organization
of nodes. As nodes are independent of each other, network should automatically detect role of
each node. For this purpose we use indicators of a node: free disk space (taking into account the
limitations of each individual client of the network), installed software, number of processors
and core, RAM size.

If storage is not full, by more than a certain percentage, node can receive files for storage,
what he notify the nearest devices about. Otherwise, node work as distributor - he can send
files on request, if they exists in local storage, but can’t receive new files. In case if node
should receive new file, but storage is full, node makes a decision to clear storage and delete
unnecessary information. To do that, node asks the network for deleting a file. Only after
receiving confirmation from some number of devices that file can be deleted, node deletes this
file [14].

As different operating system and end nodes can launch different set of programs, a node
store information about software that he can launch. Program, which should be executed,
wherein store minimal set of needed and observed parameters. While launching a program,
node make verification and, in case if his parameters are satisfy minimal requirements, a pro-
gram starts. Otherwise, the request is redirected to the network until a node is found that can
launch the application.

On a device at the same time can work many client’s applications with different roles. Each
application has a unique address within the network. With the constant growth of the number
of devices connected to the global network, the use of existing routing methods, taking into
account the peculiarities of the network being implemented, is impossible. Although IPv6
can satisfy a large number of users on the Internet, in the future, the process of combining
and simultaneously using different networks (Ethernet and Bluetooth) may require an internal
routing system. In this case, it is proposed to use the public key of the encryption algorithm as
the node address in the implemented network. This approach allows both to securely encrypt
data, since the encryption keys are not sent in the usual form, and to provide multiple addresses
for one physical device. In addition, using this approach guarantees anonymity, since it is
impossible to determine the user’s location address, or any other information about the user.

Therefore, to generate a shared key, while device working in the network and encrypt a data,
we use a pair keys (public and private) and public key of another client. Since the public key
is an address of a device, and pair keys are stored only on one device and never passed on to
anyone, this approach is most secure. After generating a shared key, the application encrypts
the data sent with it. Second client, after generating a key using his own pair keys and address
of the device who sent a data, will receive the same key [15].

In this case, if the sender and the recipient of the data are specified correctly, that is, the data
is not sent from a foreign node, which is masked as the sender, the recipient can decrypt the
data without any problems. This also applies to protect data from substitution or alteration,
since in case of data change you also need to have access to the sender’s key pair to generate
the correct shared key and to encrypt the message itself. Moreover, if the data is distorted, the
recipient will not be able to decrypt it, or will decrypt it with interference. Thus, the process
of encryption and decryption makes the system itself sufficiently protected from interception
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Figure 1: Comparison of RSA and ECDH algorithms

and data substitution.
For key pair and shared key generation cryptographic algorithm ECDH is used [16]. As you

can see in figure 1, if compare to other algorithms, for example with RSA, the ECDH algorithm
has a higher level of security with the same key size.

Although the ECDH algorithm is safe, it nevertheless does not allow encrypting large amounts
of data since the maximum size of input data is limited by the key length. In addition, the cre-
ation of an encrypted message takes a long time, compared to other algorithms. To solve this
problem, AES encryption algorithm and a shared key for the two devices are usually used. Al-
gorithm AES can be considered cryptographically secure, and shared key generation without
sharing parts of the keys through network makes it much secure and faster, depriving it of its
main drawback - transmission of the key over the network [17, 18].

3. Stages of System Implementation

The nodes themselves can act as routers for devices that are unable to generate keys and en-
crypt data quickly enough. For example, microcontrollers cannot do all needed calculations
fast enough, so as not to slow down its own functions.

3.1. Process of generation key pair for devices

To solve this issue node, to which a similar device is connected to directly, generates new keys
that are associated with this device. Thus, devices get their own keys and become indistin-
guishable for other clients. Algorithm of generating these keys illustrated in figure 2.

15



Figure 2: Process of generation key pair for
devices

Using these algorithms and methods allows us-
ing of the implemented network with almost any
end device, regardless of its own performance
[19]. The used methods make it possible to safely
transfer data in a given network, while the com-
putation of data, at almost any end node of the
system, minimizes the delay in data transmission
between the client and the node that processes the
data itself, since such a node can be a neighboring
device located in close proximity to the client.

In addition, these methods and algorithms
guarantee the anonymity of clients and adapted
to work in the notoriously compromised environ-
ment.

3.2. Description
of client software modeling process

During the research and before implementation,
the client software was modeled and a diagram of
the required classes was obtained, which is shown
in figure 3.

For proper operation of the client running on it
and perform all functions of the system applica-
tion needs to support needed interfaces regarding
to operating system and end device, that runs the
application.

Since the system provides information transfer
network, it is necessary to describe the format of
information.

3.3. The
process of launching applications

The main tasks of the application are the ex-
change commands and their processing. The com-
mand is transmitted using the JSON data format,
which is cross-platform and allows the same iden-
tification of data regardless of the platform and
programming language.

The command consists of four parts: the length
of the header, header, data and an additional field.
The header length field stores information about
the command transmission path, the size of the
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Figure 3: System class diagram

data field and the additional field in bytes, as well
as information necessary for the correct processing of the request and is used for the correct
delivery of the header itself. The data field stores the payload as a command if it is transmitted.
Only the header and data are sent in JSON format, in plain text. The additional field stores data
that cannot be expressed as text (such as binaries). Having received and correctly read all four
parts of the command, the application can process it correctly.

If the command is for the current device, the text from JSON is converted to an object of the
desired type. Further, depending on the object, either a specific class method is called, or the
data is passed on [20, 21].

To launch additional client’s applications, a special system command is used. It specifies
application and status IDs, as well as initial data. Upon receiving the command, the node reads
from the system the application description file, which contains the fields: tag image of the
container; command to run the application; link to the first part of the application file and the
hash sum of the file (optional); a list of auxiliary files and links to the initial bytes of these
files and the hash sum of the file (optional). Upon receiving the file, the node checks whether
the image has already been downloaded. If the image is loaded earlier – goes to the next step,
otherwise - reads the image and in case of error interrupts the work and reports the error to
the client. The following is the method of checking and loading the image:

public boolean isImageStoredLocally(String tag) {
Process process = null;
System.out.println("Checking tag: " + tag);
try {
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process = Runtime.getRuntime().exec("docker images -q
" + tag);

} catch (IOException e) {
return false;

}
BufferedReader bufferedReader = new BufferedReader(new
InputStreamReader(process.getInputStream()));
try {

String imageId = bufferedReader.readLine();
if (imageId == null) {

return false;
}
return true;

} catch (IOException e) {
e.printStackTrace();
return false;
}

}

public boolean pullImage(String tag) {
String command = " docker pull " + tag + " > /dev/null
2>&1 && echo \"success\" || echo \"failed\"";
Process process = null;
System.out.println("Checking tag: " + tag);
try {

process = Runtime.getRuntime().exec("docker images -q
" + tag);

} catch (IOException e) {
System.out.println("Can’t execute command: " + command);
return false;

}
BufferedReader bufferedReader = new BufferedReader(new
InputStreamReader(process.getInputStream()));
try {

String response = bufferedReader.readLine();
return response.equals("success");

} catch (IOException e)
{
e.printStackTrace();
}
return false;

}

After downloading the image, the node generates a unique identifier – the startup ID. This
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ID is used to interact with the application. In order to send application data, you need to know
both the address of the node on which the application is running and the startup ID, because
multiple copies of the application can run on different nodes for different users.

To establish a connection between an application running in isolation and an application
that manages a network client, the node listens for standard output from the isolated environ-
ment. If the first line contains the required sequence, then a connection with the application is
established, since it is assumed that at this time the applications are already ready to connect
to each other [22, 23]. All other lines are redirected to the user who requested the execution.
However, the application does not write anything to the sandbox standard input, which pre-
vents applications from running in terminal mode. The following is a simplified source code
of the method for launching an application in an isolated environment and connecting to the
application that is executed:

if (isImageExists) {
try {

Process dockerProcess = docker.run(appDescriptor.container,
appInstanceId, appDescriptor.command, this.args);
System.out.println("==> Connecting to application");
BufferedReader bufferedReader = new BufferedReader(new
InputStreamReader(dockerProcess.getInputStream()));
String line = null;
boolean isFirstLine = true;
while ((line = bufferedReader.readLine()) != null) {

if (isFirstLine) {
appSocket = new AppSocket(this);
if (appSocket.isConnected())
{
appSocket.setOnCommand(this::onCommandFromContainer);

appSocket.bind();
}
String[] args = {};
appSocket.sendCommand("onStart", args);

ApplicationEvent applicationEvent = new ApplicationEvent();
applicationEvent.eventArgs = args;
applicationEvent.eventName = "onStart";
Gateway.getInstance()

.sendData(packetHeader.reverse,
applicationEvent, new byte[0],
packetHeader.targetId)

.send();
isFirstLine = false;

}
else
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{
response.line = line;

Gateway.getInstance()
.sendData(packetHeader.reverse, response,
new byte[0], packetHeader.targetId)

.send();
}

}
System.out.println("==> App finished his work");
docker.cleanUp(appInstanceId);

}
catch (IOException e)
{

e.printStackTrace();
}

}

After starting the sandbox, applications have access to almost all the capabilities of the end
device on which they run. For example, an application has access to multithreading, RAM and
memory, video memory and video adapter, to the network itself and devices connected to it.
However, at the same time, the application does not have access to the rest of the operating
system, i.e. it cannot receive anything outside its area. It can see the total amount of used
memory, but it cannot see what exactly the memory is occupied. In this case, it is impossible
to access the user’s files.

It is also impossible to get information on connections outside the isolated environment, but
it is possible within the isolated part. In fact, the application works in a virtual area, but without
a virtualization layer and therefore does not have performance limitations in comparison with
conventional virtual machines, but, if necessary, can use any capabilities of the operating sys-
tem. In addition, it is possible to install third-party software, which is subsequently removed
along with the removal of the sandbox and all data that is generated by the application and
which is not stored in distributed memory or another area.

3.4. Applying and testing the system

Research was carried out on a Mac mini. ESP8266 and ESP32 boards were used as devices,
which were connected to a computer using a WiFi network. For testing, a program developed
that calculates the factorial of large numbers (figure 4).

The developed system can be applied wherever there may be any calculations. Using this
system, low-power devices can request heavy computations, which significantly expands the
list of tasks that these devices can solve.
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Figure 4: Comparing calculation speed

4. Conclusions

In this article improved the devices and applications interaction process in distributed systems,
a model of a distributed system is created, and implemented a software protocol to support the
interaction of network devices and applications. Methods of interaction of system parts and
application components are developed.

The security of data transmission and their processing are one of the key in modern systems
and data transmission networks, therefore, the greatest attention is paid to solving this prob-
lem in the process of implementing the system and algorithms of its operation. Application
of the developed encryption and data transmission methods are increasing security of data
transmission due to multi-layer encryption, and the use of an isolated environment makes the
process of executing client applications independent of the host operating system and other
applications that can be launched and can interfere with or intercept data. In the process of
further research, it is planned to expand the capabilities of the system, namely to add sup-
port for graphical applications, parallelize processes on network devices and implement more
functionality for interacting with the system and IoT devices.
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Abstract
The rapidly evolving coronavirus pandemic brings a devastating effect on the entire world and its econ-
omy as a whole. Further instability related to COVID-19 will negatively affect not only on companies and
financial markets, but also on traders and investors that have been interested in saving their investment,
minimizing risks, and making decisions such as how to manage their resources, how much to consume
and save, when to buy or sell stocks, etc., and these decisions depend on the expectation of when to
expect next critical change. Trying to help people in their subsequent decisions, we demonstrate the
possibility of constructing indicators of critical and crash phenomena on the example of Bitcoin mar-
ket crashes for further demonstration of their efficiency on the crash that is related to the coronavirus
pandemic. For this purpose, the methods of the theory of complex systems have been used. Since the
theory of complex systems has quite an extensive toolkit for exploring the nonlinear complex system,
we take a look at the application of the concept of entropy in finance and use this concept to construct
6 effective entropy measures: Shannon entropy, Approximate entropy, Permutation entropy, and 3 Re-
currence based entropies. We provide computational results that prove that these indicators could have
been used to identify the beginning of the crash and predict the future course of events associated with
the current pandemic.

Keywords
coronavirus, Bitcoin, cryptocurrency, crash, critical event, measures of complexity, entropy, indicator-precursor

1. Introduction

The novel coronavirus outbreak (COVID-19) quickly became a catastrophic challenge for the
whole world, and it would be even more of a “black swan” than the global financial crisis and
Great recession of 2008-2009 [1]. While the governments are focused on saving lives and pre-
venting the virus from spreading further, at the moment, it continuous to led to a substantial
disruption of the world financial system. Furthermore, economic worries are also increasing
dramatically. At first, people have worried about potentially become one of the infected. Then,
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when the situation escalated, people started to worry about the impact on their economic sit-
uation [2, 3, 4]. To prevent exponential growth of the disease incidence bans on traveling the
world, visiting public places, and businesses were established that had particularly a destructive
impact on financial markets, and the cryptocurrency market, showing that for most systems it
was unexpectable. Subsequent days on the market promise to be more volatile and riskier than
before. And it seems that Bitcoin is going to fall into a new Great recession along with the most
influential stock indexes. As it was noted by Pier Francesco Procacci, Carolyn E. Phelan and
Tomaso Aste [5], the crisis-state representative and eventually becomes extremely dominant
in March, but a lot of factors have to be included to make an adequate analysis of this problem.

The doctrine of the unity of the scientific method states that for the study of events in socio-
economic systems, the same methods and criteria as those used in the study of natural phe-
nomena are applicable. The increasing mathematical knowledge of complex structure provides
us with such methods and tools that are interconnected and can be used to study so relevant
and “almost unpredictable” situations as the coronavirus pandemic. By almost unpredictable,
we mean that although past experience and data are not so relevant in this case, we can use
some mathematical methods (models) that are useful in current situations, including current
statistics, relevant parameters, and even the inner complexity of the system. As an example,
Alexis Akira Toda [6] estimated the Susceptible-Infected- Recovered (SIR) epidemic model for
COVID-19 because of its desire to help individuals in managing their investments. Govern-
ments also need help in making an informed decision on imposing travel restrictions, social
distancing, closure of schools and businesses, etc., and, mainly, for how long [7]. In the pa-
per of Bohdan M. Pavlyshenko [8] was studied different regression approaches for modeling
COVID-19 spread and its impact on the stock market. The logistic curve model was used
under Bayesian regression for predictive analytics of the coronavirus spread. The obtained
results showed that different crises with different reasons have a different impact on the same
stocks. Bayesian inference makes it possible to analyze the uncertainty of crisis. Michele Cos-
tola, Matteo Iacopini and Carlo R. M. A. Santagiustina [9] regarding the public concern of 6
countries during the outbreak of COVID-19 find that the Italian index in the current situation
is relevant in explaining index returns for other studied countries. Assuming that COVID-19
has a deterministic, exogenous impact on the market, Karina Arias-Calluari, Fernando Alonso-
Marroquin, Morteza Nattagh-Najafi and Michael Harré [10] forecast it with a model of the
stochastic and systematic risk. Here, such a model is assumed to be q-Gaussian diffusion pro-
cess which is accompanied by three spatio-temporal regimes. In this case, the results were
achieved with 85% accuracy. Presented results are promising not only for markets but also
for risk control in other areas such as seismology, communication networks, etc. In the paper
[11] the bandwidth and the discount factor are proposed to minimize a criterion consistent
with the traditional requirements of the validation of a probability density forecast. They use
Kolmogorov-Smirnov statistic and a discrepancy statistic to build a quantitative criterion of the
accuracy of pdf which they try to maximize when selecting the bandwidth and the discount
factor of their time-varying pdf. Such an approach allows exposing an accurate chronology of
the current pandemic. Ayoub Ammy-Driss and Matthieu Garcin [12] explore novel pandemic
using two efficiency indicators: the Hurst exponent and the memory parameter of a fractional
Lévy-stable motion. Presented results highlight the occurrence of inefficiency at the almost be-
ginning of the crisis for US indices. Asian and Australian indices are seemed to be less affected
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during this period, i.e., their inefficiency is even questionable. A. Fronzetti Colladon, S. Grassi,
F. Ravazzolo and F. Violante [13] present a new textual data index, which assesses the related
most usable keywords and semantic network position, for predicting stock market data. They
apply it to the Italian press and use it for predicting recent periods of Italian stock, including the
COVID-19 crisis. According to the results, it can be observed that the index is characterized by
strong predictability. Unfortunately, by the luck of observation and potentially diseased people
that are surrounding us at the moment, it is still difficult to predict further dynamic during the
pandemic.

As it can be observed, markets have seen significant numbers of investors selling off and
rebalancing their portfolios with less risky assets. That has been leading to large losses and
high volatilities, typical of crisis periods. The economy key for preventing such activity may lie
in cryptocurrency and constructing effective indicators of possible critical states that will help
investors and traders fill in safety. Bitcoin, which is associated with the whole crypto market,
has such properties as detachment and independence from the standard financial market and
the proclaimed properties that should make it serve as the ‘digital gold’ [14]. As was shown
by Ladislav Kristoufek [15], Bitcoin promises to be a safe-haven asset with its low correlation
with gold, S&P 500, Dow Jones Industrial Average, and other authoritative stock indices even
in the extreme events. But authors please not overestimate the cryptocurrency since according
to their calculations and, obviously, the current structure of the system, gold remains more
significant. But for ten years, this token has been discussed by many people, it has experienced
a lot in such a short period, many people believe in it, and it has managed to form a fairly
complex and self-organized system. The integrated actions from real-world merge in such
dynamics and relevant information that is encoded in Bitcoin’s time series can be extracted
[16, 17, 18]. In the context of volatile financial markets, it is important to select such measures
of complexity that will be able to notify us of upcoming abnormal events in the form of crises
at an early stage.

In this article, we:

• present such measures;

• study critical and crash phenomena that have taken place in the cryptocurrency market;

• try to understand whether a crash caused by the coronavirus pandemic could have been
identified and predicted by such informative indicators or not.

According to our goals and actions, the paper is structured as follows. In Section 2, we pre-
sented a brief overview of the studies in this field of science. In Section 3, relying on these
researches and the experience of other scientists, we present our classification of Bitcoin’s
crises for the period from 1 January 2013 to 9 April 2020. In Section 4, we describe the ap-
plied methods and present some empirical results with their subsequent description. Section 5
concludes.
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2. Review of the previous studies

For its short history of existence, bitcoin has experienced many events, periodic rises and sud-
den dips in specific periods, regulatory actions, and discussions about whether it can become
a universally mature commodity around the world or not, and therefore its largely unexplored
dynamics is still presenting new opportunities and challenges for traders, economists, and re-
searchers from different fields of science to highlight chaos that is hidden in it. Although
officially bitcoin is considered to be a commodity rather than a currency, the comprehensive
analysis of the applicability of the instruments which have been used for mature financial mar-
kets for a long time can be made for cryptocurrencies and, namely, for the Bitcoin market.

A vast amount of different methods, as an example, from the theory of complexity, the pur-
pose of which is to quantify the degree of complexity of systems obtained from various sources
of nature, can be applied in our study. Such applications have been studied intensively for an
economic behavior system. As an example, Miguel Henry and George Judge [19] used an infor-
mation theoretic-symbolic logic approach which is based on Shannon’s information entropy
and called Permutation entropy (PEn). The entropy is applied to the Dow Jones Industrial Av-
erage to extract information from this complex economic system. The result demonstrates
the ability of the PEn method to detect the degree of disorder and uncertainty for the specific
time that is explored. In such paper, [20] presented by Higor Sigaki, Matjaž Perc, and Haroldo
Valentin Ribeiro, the PEn and statistical complexity over sliding time-window of daily clos-
ing price log-returns are used to quantify the dynamic efficiency of more than four hundred
cryptocurrencies. Authors address to the efficient market hypothesis when the values of two
statistical measures within a time-window cannot be distinguished from those obtained by
chance. They find that 37% of the cryptocurrencies in their study stay efficient over 80% of the
time, whereas 20% are informationally inefficient in less than 20% of the time. Moreover, the
market capitalization is not correlated with their efficiency. Performed analysis of information
efficiency over time reveals that different currencies with similar temporal patterns form four
clusters, and it is seen that more young currencies tend to follow the trend of the most leading
currencies.

Steve M. Pincus and Rudolf E. Kalman [21], considering both empirical data and models, in-
cluding composite indices, individual stock prices, the random-walk hypothesis, Black- Sholes,
and fractional Brownian motion models to demonstrate the benefits of Approximate entropy
(ApEn), a quantitative measure of sequential irregularity. On the example of the applied mod-
els and empirical data, the authors presented that ApEn can be readily applied to the classical
econometric modeling apparatus. This research the usefulness of ApEn on the example of
three major events of the stock market crash in the US, Japan, and India. During the major
crashes, there is significant evidence of a decline of ApEn during and pre-crash periods. Based
on the presented results, their research concludes that ApEn can serve as a base for a good
trading system. This article [22] gives evidence of the usefulness of Approximate Entropy. The
researchers quantify the existence of patterns in evolving data series. In general, scientists
observe that the degree of predictability increases in times of crisis. However, the presented
results do not demonstrate that the regularity techniques studied in this paper can serve to
predict an imminent crash.

Also, there is a paper [23] that is dedicated to Ethereum. Here, the concept of entropy is
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applied for characterizing the nonlinear properties of the cryptocurrencies. For their goal,
Shannon, Tsallis, Rényi, and Approximate entropies are estimated. From their empirical re-
sults, it is obtained that all entropies are positive. Of great interest is the results of ApEn
which demonstrates larger value for Ethereum than for Bitcoin. In this case, it concludes that
Ethereum has higher volatility. The same result for other measures. Daniel Traian Pele and
Miruna Mazurencu [24] investigate the ability of several econometrical models to forecast value
at risk for a sample of daily time series of cryptocurrency returns. Using high-frequency data
for Bitcoin, they estimate the entropy of the intraday distribution of log-returns through the
symbolic time series analysis (STSA), producing low-resolution data from high-resolution data.
Their results show that entropy has strong explanatory power for the quantiles of the distri-
bution of the daily returns. They confirm the hypothesis that there is a strong correlation
between the daily logarithmic price of Bitcoin and the entropy of intraday returns Based on
Christoffersen’s tests for Value at Risk (VaR) backtesting, they conclude that the VaR forecast
built upon the entropy of intraday returns is the best, compared to the forecasts provided by
the classical GARCH models.

During our investigation, we found that many theses and papers that have been studied
the dynamics of financial markets rather than cryptocurrencies using the measures from the
theory of complexity. Thus, we are interested in contributing to the study of the dynamics
of a potentially strong currency that affects the world economy and faces the same problems
as even the most quoted financial markets. Thus, the construction of predictive models and
measures of unexpectable and critical events in the cryptocurrency market remains relevant.

3. Data preparation and classification

The ecosystem of cryptocurrencies has been growing at an increasing pace. More and more
of them become tradable and begin to inspire confidence for many people. Such events as
the coronavirus threat that are presented to be unpredictable, break this confidence and the
subsequent anxiety of traders shape the extent of economic worries and collapse.

Previously, we conducted research on the dynamics of both stock and cryptocurrency mar-
kets where were provided results confirming the effectiveness of using quantitative methods
of the theory of complexity which can serve as a base for estimation of indicators-precursors
of the critical states. This paper presents a comparative analysis of the measures based on the
concept of entropy: Shannon, Approximate, Sample, Permutation, and Recurrence based en-
tropies. Here, each entropy is applied to the entire market and separate bubble, crashes, and
critical events that have taken place in this market. Thus, we advanced into action and set the
tasks:

• Classification of such bubbles, critical events and crashes.

• Construction of such indicators that will predict crashes, critical events in order to give
investors and ordinary users the opportunity to trade in this market.

At the moment, there are various research papers on what crises and crashes are and how
to classify such interruptions in the market of cryptocurrencies. Taking into account the ex-
perience of previous researchers and our own [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36],
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we present our classification of such leaps and falls from the previous articles [28, 29, 30, 33]
on the cryptocurrency topic, relying on Bitcoin time series during the period (01.01.2013 –
09.04.2020) of verifiable fixed daily values of the Bitcoin price (BTC) (https://finance.yahoo.
com/cryptocurrencies).

For our classification, crashes are short, time-localized drops, with the strong losing of price
per each day, which are formed as a result of the bubble. Critical events are those falls that could
go on for a long period, and at the same time, they were not caused by a bubble. The bubble
is increasing in the price of the cryptocurrency that could be caused by certain speculative
moments. Therefore, according to our classification of the event with the number (1-3, 6-8,
12-15, 17) are the crashes, all the rest - critical events. More detailed information about crises,
crashes, and their classification following these definitions are given in table 1.

Table 1
BTC HISTORICAL CORRECTIONS. LIST OF BITCOIN MAJOR CORRECTIONS ⩾ 20% SINCE APRIL
2013

№ Name
Days
in

correction

Bitcoin
High
Price, $

Bitcoin
Low

Price, $

Decline,
%

Decline,
$

1 08.04.2013-15.04.2013 8 230.00 68.36 70 161.64
2 04.12.2013-18.12.2013 15 1237.66 540.97 56 696.69
3 05.02.2014-25.02.2014 21 904.52 135.77 85 768.75
4 12.11.2014-14.01.2015 64 432.02 164.91 62 267.11
5 26.01.2015-31.01.2015 5 269.18 218.51 20 50.67
6 09.11.2015-11.11.2015 3 380.22 304.70 20 75.52
7 18.06.2016-21.06.2016 4 761.03 590.55 22 170.48
8 04.01.2017-11.01.2017 8 1135.41 785.42 30 349.99
9 03.03.2017-24.03.2017 22 1283.30 939.70 27 343.60
10 10.06.2017-15.07.2017 36 2973.44 1914.08 36 1059.36
11 31.08.2017-13.09.2017 13 4921.85 3243.08 34 1678.77
12 16.12.2017-22.12.2017 7 19345.49 13664.9 29 5680.53
13 13.11.2018-26.11.2018 13 6339.17 3784.59 40 2554.58
14 09.07.2019-16.07.2019 7 12567.02 9423.44 25 3143.58
15 22.09.2019-29.09.2019 7 10036.98 8065.26 20 1971.7
16 27.10.2019-24.11.2019 28 9551.71 7047.92 26 2503.79
17 06.03.2020-16.03.2020 11 9122.55 5014.48 45 4108.07

Accordingly, during this period in the Bitcoin market, many crashes and critical events shook
it. Thus, considering them, we emphasize 17 periods on Bitcoin time series, whose falling we
predict by our indicators, relying on normalized returns, where usual returns are calculated as:

𝐺 (𝑡) = ln 𝑥 (𝑡 + 𝛿𝑡) − ln 𝑥 (𝑡) ≅ [𝑥 (𝑡 + 𝛿𝑡) − 𝑥 (𝑡)] / 𝑥 (𝑡)

and normalized returns as:
𝑔 (𝑡) ≅ [𝐺 (𝑡) − ⟨𝐺⟩] /𝜎,

where 𝜎 is a standard deviation of G , 𝛿𝑡 is a time lag (here 𝛿𝑡 = 1), and ⟨…⟩ denotes the
average over the period under study.
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Further calculations were carried out within the framework of the algorithm of a moving
window. For this purpose, the part of the time series (window), for which there were calcu-
lated measures of complexity, was selected, then the window of a length 100 was displaced
along with the time series in a one-day increment and the procedure repeated until all the
studied series had exhausted. Further, comparing the dynamics of the actual time series and
the corresponding measures of complexity, we can judge the characteristic changes in the dy-
namics of the behavior of complexity with changes in the cryptocurrency. The key idea here
is the hypothesis that the complexity of the system before the crashes and the actual periods
of crashes must change. This should signal the corresponding degree of complexity if they are
able to quantify certain patterns of a complex system. A significant advantage of the introduced
measures is their dynamism, that is, the ability to monitor the change in time of the chosen
measure and compare it with the corresponding dynamics of the output time series. This al-
lowed us to compare the critical changes in the dynamics of the system, which is described by
the time series, with the characteristic changes of concrete measures of complexity. It turned
out that quantitative measures of complexity respond to critical changes in the dynamics of
a complex system, which allows them to be used in the diagnostic process and prediction of
future changes.

Moreover, using the measures already mentioned, we are trying to understand whether cer-
tain patterns or information were hidden in the market that could have enabled us to predict
the current crisis that was caused by the coronavirus pandemic, or not. Therefore, in the next
section, we give a brief description of the applied methods and present the empirical results.

For further analysis, the computations in a rolling window algorithm with a length of 100
and a step of 1 for the entire time series and local crashes we made. From the classification
table, we selected 4 crashes with numbers 1, 3, and 7. This choice was due to the fact that the
current crisis is essentially a crash according to our classification, and therefore for convenient
presentation of complexity measures in further, we should select a few of any crashes, the
nature of which in some sense would be similar to the main crash of the presented article. For
the entire Bitcoin time series, each crash and the critical event will be marked by the arrow in
accordance with the table. For local crashes, the beginning of each crash has to be indicated
by our measures in the time of 100.

4. Related methods

Nowadays, the most important quantity that allows us to parameterize complexity in deter-
ministic or random processes is entropy. Originally, it was introduced by Rudolf Clausius [37],
in the context of classical thermodynamics, where according to his definition, entropy tends
to increase within an isolated system, forming the generalized second law of thermodynamics.
Then, the definition of entropy was extended by Boltzmann and Gibbs (BG) [38, 39], linking
it to molecular disorder and chaos, to make it suitable for statistical mechanics, where they
combined the notion of entropy and probability [40].

After the fundamental paper of Claude Elwood Shannon [41] in the context of information
theory, its notion was significantly redefined. After this, it has been evolved along with dif-
ferent ways and successful enough used for the research of economic systems [42, 43, 44]. In
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what follows, the theoretical background and empirical results for the most popular entropy
measures are presented.

4.1. Shannon entropy

Shannon entropy (ShEn) was proposed as a measure of uncertainty by its author – Claude El-
wood Shannon in his famous paper “A Mathematical Theory of Communication” [41], where,
at first, its purpose was to quantify the degree of ‘lost information’ in phone-line signals. His
contribution has proved that this approach can be generalized for any series where probabil-
ities exist. Comparatively to the entropy of Clausius and Boltzmann that were valid only for
thermodynamic systems, it was significant progress. Formally, his approach can be briefly de-
fined as the average amount of ‘information’ and ‘uncertainty’ encoded in patterns recorded
from a signal, or message. Other interpretations refer to entropy as a measure of ‘chaos’ or dis-
order in a system. During decades the generalization of Shannon’s entropy has been applied
to various domains, particularly to the financial sector.

The general approach can be described as follows. Formally, we represent the underlying
dynamic state of the system in probability distribution form P and then ShEn S with an arbitrary
base (i.e. 2, 𝑒, 10) is defined as:

𝑆 [P] = −
𝑁
∑
𝑖=1

𝑝𝑖 log 𝑝𝑖 , (1)

where 𝑝𝑖 represents the probability that price 𝑖 occurs in the sample’s distribution of the Bitcoin
time series, and 𝑁 is the total amount of data in our system. When dealing with continuous
probability distributions with a density function 𝑓 (𝑥), we can define the entropy as:

𝐻 (𝑓 ) = − ∫
+∞

−∞
𝑓 (𝑥) log 𝑓 (𝑥). (2)

According to the approach, the negative log increases with rarer events due to the information
that is encoded in them (i.e. they surprise when they occur). Thus, when all 𝑝𝑖’s have the
same value, i.e. where all values are equally probable, and 𝑆 [P] reaches its minimum for more
structured time series (events that are more certain). Equation 2 is obeyed to the same rules as
discrete version of this method. In the figure 1 are the empirical results for ShEn, for the entire
time series (1a), and local crashes (1b).
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(a) (b)

Figure 1: ShEn dynamics along with the entire time series of Bitcoin (a). The dynamics of ShEn for
the local crashes (b) in accordance with the table 1

4.2. Approximate entropy

To gain more detail analysis of the complex financial systems, it is known other entropy meth-
ods have become known, particularly, ApEn developed by Steve M. Pincus [45] for measuring
regularity in a time series.

When calculating it, given 𝑁 data points {𝑥 (𝑖 ) | 𝑖 = 1,… , 𝑁} are transformed into subvectors
X⃗ (𝑖) ∈ ℜ𝑑𝐸 , where each of those subvectors has [𝑥(𝑖 ), 𝑥(𝑖 + 1),… , 𝑥(𝑖 + 𝑑𝐸 − 1)] for each 𝑖, 1 ≤
𝑖 ≤ 𝑁 −𝑚+1. Correspondingly, for further estnimations, we would like to calculate a probability
of finding such patterns whose Chebyshev distance 𝑑[X⃗(𝑖), X⃗(𝑗)] does not exceed a positive real
number 𝑟 :

𝐶𝑑𝐸
𝑖 (𝑟) = (𝑁 − 𝑑𝐸 + 1)−1

𝑁−𝑑𝐸+1
∑
𝑗=1

(𝑟 − 𝑑[X⃗(𝑖), X⃗(𝑗)])

where (⋅) is the Heviside function which count the number of instances 𝑑[X⃗(𝑖), X⃗(𝑗)] ≤ 𝑟 .
Next, we estimate

𝐹 𝑑𝐸 (𝑟) = (𝑁 − 𝑑𝐸 + 1)−1
𝑁−𝑑𝐸+1
∑
𝑖=1

ln(𝐶𝑑𝐸
𝑖 (𝑟)),

and ApEn of a corresponding time series (for fixed 𝑑𝐸 and 𝑟 ) measures the logarithmic likeli-
hood that patterns that are close for 𝑑𝐸 adjacent observations remain close on the next com-
parison:

𝐴𝑝𝐸𝑛(𝑑𝐸 , 𝑟 , 𝑁 ) = 𝐹 𝑑𝐸 (𝑟) − 𝐹 𝑑𝐸+1(𝑟). (3)

If equation (3) is small, then we should expect high reqularity in our data (sequences remain
close to each other), and extreme value of ApEn indicates independent sequential processes.

The calculation results for the full time series (2a) and the local ApEn values (2b) are pre-
sented in figure 2.
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(a) (b)

Figure 2: ApEn dynamics along with the entire time series of Bitcoin (a). The dynamics of ApEn for
the local crashes (b) in accordance with the table 1

4.3. Permutation entropy

PEn, according to the previous approach, is a complexity measure that is related to the funda-
mental Information theory and entropy proposed by Shannon. Such a tool was proposed by
C. Bandt and B. Pompe [46], which is characterized by its simplicity, computational speed that
does not require some prior knowledge about the system, strongly describes nonlinear chaotic
regimes. Also, it is characterized by its robustness to noise [47, 48] and invariance to nonlinear
monotonous transformations [49]. The combination of entropy and symbolic dynamics turned
out to be fruitful for analyzing the disorder for the time series of any nature without losing
their temporal information. According to this method, we need to consider “ordinal patterns”
that consider the order among time series and relative amplitude of values instead of individual
values. For evaluating PEn, at first, we need to consider a time series {𝑥(𝑖) | 𝑖 = 1,… , 𝑁} which
relevant details can be “revealed” in 𝑑𝐸-dimensional vector

X⃗ (𝑖) = [𝑥(𝑖), 𝑥(𝑖 + 𝜏 ),… , 𝑥(𝑖 + (𝑑𝐸 − 1)𝜏 )] ,

where 𝑖 = 1, 2,… , 𝑁 − (𝑑𝐸 − 1)𝜏 , and 𝜏 is an embedding delay of our time delayed vector.
After it, we map By the ordinal pattern, related to time 𝑡 , we consider the permutation pattern
𝜋𝑙 (𝑡) = (𝑘0, 𝑘1,… , 𝑘𝑑𝐸−1) where 1 ≤ 𝑙 ≤ 𝑚! if the following condition is satisfied:

𝑥(𝑗 + 𝑘0𝜏 ) ≤ 𝑥(𝑗 + 𝑘1𝜏 ) ≤ … ≤ 𝑥(𝑗 + 𝑘𝑑𝐸−1𝜏 ). (4)

Then, regarding the probability distribution 𝑃 of each ordinal pattern, we finally define the
normalized permutation entropy as:

𝐸𝑠[𝑃] =
−∑𝑑𝐸 !

𝑙=1 𝑝𝑙 ln 𝑝𝑙
ln 𝑑𝐸 !

, (5)

where 𝑝𝑙 is the relative frequency of each ordinal pattern.
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The same idea has the permutation entropy. With the much lower entropy value, we get
a more predictable and regular sequence of the data. Therefore, PEn gives a measure of the
departure of the time series from a complete noise and stochastic time series.

There must be predefined appropriate parameters on which PEn relying, namely, the em-
bedding dimension 𝑑𝐸 is a paramount of importance because it determines 𝑑𝐸 possible states
for the appropriate probability distribution. With small values such as 1 or 2, parameter 𝑑𝐸
will not work because there are only few distinct states. Furthermore, for obtaining reliable
statistics and better detecting the dynamic structure of data, 𝑑𝐸 should be relevant to the length
of the time series or less [50]. For our experiments, 𝑑𝐸 ∈ {3, 4} and 𝜏 ∈ {2, 3} indicate the best
results. Hence, in figure 3 we can observe the empirical results for PEn where it serves as
indicator-precursor of the possible unusual states.

(a) (b)

Figure 3: PEn dynamics along with the entire time series of Bitcoin (a). The dynamics of PEn along
with the local crashes (b) in accordance with the table 1

4.4. Recurrence based entropies

The corresponding measure of entropy is related to the recurrence properties that may be
peculiar for the nonlinear complex system. A method that allows us to visualize and understand
the recurrence behavior of the system is the recurrence plot (RP). A recurrence plot reflects
the binary similarities of pairs of vectors in phase space. In fact, we visually represent the
reconstructed 𝑑𝐸-dimensional phase space of the system according to Takens’ theorem [51] by
a square similarity matrix that can be defined as:

𝑅𝑖,𝑗 = (𝜖 − ‖X⃗ (𝑖) − X⃗ (𝑗) ‖),

where 𝑖, 𝑗 = 1,… , 𝑁 ; 𝜖 is a threshold that determines the similarity of two probably neigh-
borhood trajectories, and previously mentioned  is a Heaviside function that represents an
answer in binary form; ‖ ‖ is the Chebyshev distance, and 𝑁 is the size of the analyzed data. If
we keep the fixed radius condition and use 𝐿∞-norm, as a result, the binary matrix captures a
total 𝑁 2 similarity values. Further recurrence plot is the representation of similar vector pairs
that are represented by black dots, whereas cells referring to dissimilar pairs of vectors are
presented by white dots.
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Such representation of the systems can be, certainly, useful. But it has a limitation. As an
example, with the increasing size of a plot, it is hard to display it graphically as a whole. It
has to be resized, which in turn will lead to new artifacts and distortion of the patterns. These
types of plots may cause incorrect interpretation.

However, to enable an objective assessment, the graphical representation of RP allows us to
derive qualitative characterizations of the dynamical systems within a recurrence plot. For the
quantitative description of the dynamics, the small-scale patterns in the RP can be used, such
as diagonal and vertical lines. The histograms of the lengths of these lines are the base of the
recurrence quantification analysis (RQA) [52, 53, 54].

A large number of different approaches have been developed to obtain as much as possible
information about the nature of the studied phase space. An important class of recurrence
quantifiers is those that try to capture the level of complexity of a signal. In accordance with
this study, the entropy diagonal line histogram (DLEn) is of the greatest interest which uses the
Shannon entropy of the distribution of diagonal lines 𝑃 (𝑙) to determine the complexity of the
diagonal structures within the recurrence plot. One of the most know quantitative indicators
of the recurrence analysis can be defined as:

𝐷𝐿𝐸𝑛 = −
𝑙=𝑙𝑚𝑎𝑥
∑
𝑙=𝑙𝑚𝑖𝑛

𝑝(𝑙) log 𝑝(𝑙)

and

𝑝(𝑙) = 𝑃 (𝑙)
∑𝑁

𝑙=𝑙𝑚𝑖𝑛 𝑃 (𝑙)
,

where 𝑝(𝑙) captures the probability that the diagonal line has the exactly length 𝑙, and 𝐷𝐿𝐸𝑛
reflects the complexity of deterministic structure in the system. Further calculations were pro-
vided and presented in figure 4 for both Bitcoin time series 4a and its several local crashes 4b.

(a) (b)

Figure 4: DLEn dynamics along with the entire time series of Bitcoin (a). The dynamics of DLEn for
the local crashes (b) in accordance with the table 1

However, as follows from the analysis of the entropy indicators, the results may differ for
different data preparation. Thus, further in the paper, we take into account two types of en-
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tropy based on the general Shannon’s approach: recurrence period density entropy (RPDEn) and
recurrence entropy (RecEn).

The RPDEn is the quantitative measure of the recurrence analysis that is useful for char-
acterizing the periodicity or absolutely random processes in the time series. It is useful for
quantifying the degree of repetitiveness [55, 56]. Considering embedded data points X⃗(𝑖) and
suitable threshold 𝜖 in 𝑑𝐸-dimensional space, we are following forward in time until it has
left this ball of radius 𝜖. Subsequently, the time 𝑗 at which the trajectory first returns to this
ball is recorded, and the time difference 𝑇 of these two states is recorded. The procedure is
repeated for all states of the embedded vector, forming a histogram of recurrence times 𝑅(𝑇 ).
The histogram is then normalized to give the recurrence time probability density:

𝑃 (𝑇𝑖) =
𝑅(𝑇𝑖)

∑𝑇𝑚𝑎𝑥
𝑖=1 𝑅(𝑇𝑖)

,

where 𝑇𝑚𝑎𝑥 = max {𝑇𝑖}. The normalized entropy of the obtained density can be defined as:

𝑅𝑃𝐷𝐸𝑛 = −∑𝑇𝑚𝑎𝑥
𝑖=1 𝑃 (𝑇𝑖) ln 𝑃 (𝑇𝑖)

ln 𝑇𝑚𝑎𝑥
. (6)

In fact, based on the length of the sequences of neighboring points in the phase space: the more
points are neighborhoods, the lower the value of the entropy according to equation (6). The
comparing of RPDEn and the Bitcoin’s critical states can be seen in figure 5.

(a) (b)

Figure 5: RPDEn dynamics along with the entire time series of Bitcoin (a). The dynamics of RPDEn
for the local crashes (b) in accordance with the table 1

However, recent articles [57, 58] present a slightly different technique for calculating recur-
rent entropy using a novel way to extract information from the recurrence matrix. To properly
define it, we need to define the microstates 𝐹 (𝜖) for the RP that are associated with features
of the dynamics of the time series. Selecting the appropriate metric and using the Heaviside
function, we evaluate the matrices of dimension 𝑁 ×𝑁 that are sampled from the RP. The total
number of microstates for a given 𝑁 is 𝑁𝑚𝑠 = 2𝑁 2

. The microstates are populated by 𝑁 random

36



samples obtained from the recurrence matrix such that 𝑁 = ∑𝑁𝑚𝑠
𝑖=1 𝑛𝑖 , where 𝑛𝑖 is the number

of times that a microstate 𝑖 is observed.
The probability of occurrence of the related microstate 𝑖 can be obtained as 𝑃𝑖 = 𝑛𝑖 ⋅(𝑁 ). The

RecEn of the RP associated with the probability distribution of the corresponding microstates
is given by the following equation:

𝑅𝑒𝑐𝐸𝑛 =
𝑁𝑚𝑠
∑
𝑖=1

𝑃𝑖 ln 𝑃𝑖 . (7)

In figure 6 we can see the performance of RecEn accordingly to the described above method.

(a) (b)

Figure 6: RecEn dynamics along with the entire time series of Bitcoin (a). The dynamics of RecEn for
the local crashes (b) in accordance with the table 1

5. Conclusions

Definitely, the situation with coronavirus is of paramount importance and is of significant dan-
ger. From the literature overview, we have understood that the peak and ultimate duration of
the outbreak is going to be undetermined for a long time. Yesterday‘s, today‘s, and tomorrow‘s
events associated with this pandemic will not disappear without a trace, but will also affect the
fate of both individuals and the States in which we live in the long term.

In order to give reliable, powerful, and simple indicators- precursors that are able to minimize
further losses as a result of critical changes, we addressed the theory of complexity and the
methods of nonlinear dynamics that can identify special trajectories in the complex dynamics
and classify them.

The obtained quantitative methods were applied to classified crashes of the Bitcoin market,
where it was seen that these indicators can be used to protect yourself from the upcoming
critical change. Due to the nature of some crashes and critical events, at any moment there
does not exist such a predictive model that could foreshadow them in advance. Thus, the
most understandable crashes were selected along with the last critical fall that was caused
by COVID-19 due to the desire to understand whether this crash was predictable or not. We
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tested 6 measures of complexity on the familiar and past crises, along with the latest ongoing
crash, to demonstrate their effectiveness. According to our result, it can be said that general
Shannon entropy might be a robust indicator of crashes and critical events not only in the stock
market but also in the cryptocurrency market, whereas 5 other measures can serve as efficient
harbingers of these events.

Apparently, the impact of the pandemic was reflected in the cryptocurrency market, and
therefore, the beginning of the subsequent crisis could be predicted using the appropriate in-
dicators of the theory of complexity. In our further studies, we are going to continue exploring
and analyzing other methods from the theory of complexity, and particularly, make research on
the fields of artificial intelligence, machine learning, and deep learning [59, 60, 61, 62, 63, 64, 65].
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Abstract
Reducing costs is an important part in todays buisness. Therefore manufacturers try to reduce unnec-
essary work processes and storage costs. Machine maintenance is a big, complex, regular process. In
addition, the spare parts required for this must be kept in stock until a machine fails. In order to avoid a
production breakdown in the event of an unexpected failure, more and more manufacturers rely on pre-
dictive maintenance for their machines. This enables more precise planning of necessary maintenance
and repair work, as well as a precise ordering of the spare parts required for this. A large amount of
past as well as current information is required to create such a predictive forecast about machines. With
the classification of motors based on vibration, this paper deals with the implementation of predictive
maintenance for thermal systems. There is an overview of suitable sensors and data processing meth-
ods, as well as various classification algorithms. In the end, the best sensor-algorithm combinations are
shown.

Keywords
Predictive Maintenance, Industry 4.0, Internet of Things, Big Data, Industrial Internet

1. Introduction

The topic of predictive maintenance (PMA) is becoming more and more important for industrial
plants and is the key topic in mechanical engineering from the Industry 4.0 aspect [1]. PMA is
defined as condition-based maintenance which is carried out on the basis of a wear or service
life forecast [2].

PMA uses methods that allow for individual maintenance intervals of an industrial plant to
be determined and the maintenance process to be initiated automatically. As part of a R&D co-
operation project between CeraCon GmbH and the Heilbronn University of Applied Sciences,
a thermal system is to be set up under automation and a PMA strategy is to be implemented,
which should then be adaptable to other industrial plants 1. Due to the complexity of industrial
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plants, an intelligent solution is required in order to be able to offer individual maintenance
strategies depending on the state of the plant. For this reason, the project uses machine learning
(ML) methods.

The essential steps of an intelligent PMA strategy are the digital acquisition of (sensor) data,
their evaluation, the analysis of the acquired data and the prediction of probable events.

First, possible component defect combinations (CDC) of the industrial plant were analyzed
using standard technical risk analysis methods (FMEA, risk graph, fault tree analysis) [3]. CDC
is the assignment of a wear component of the industrial system to a potentially occurring de-
fect. Depending on the number of possible defects, a component can therefore have several
CDCs. Each CDC was assigned an potential detection measure, e.g. physical vibration mea-
surement or electrical current measurement. Suitable sensors were selected for the analyzed
detection measures and analyzed with regard to the PMA strategy. CDC’s with the same de-
tection methods were combined and measurement data recorded with the respective sensors.

The core of this work is the evaluation of a combination of detection measures for data
processing methods and ML algorithms. The optimal combination of these is a prerequisite for
an efficient PMA strategy that can be used for the respective industrial plant.

1.1. State of the Art

A study by Bearingpoint [4] shows that PMA implementations capture 76% of the relevant
data using suitable sensors, although only 59% of the process, measurement and machine data
are evaluated in a targeted manner. There are three basic approaches to implementing a PMA
strategy [5].

A basic approach is to use the already implemented sensors of the plant for process moni-
toring. This passive method is particularly suitable for systems that are already in operation.
Another passive approach is to introduce dedicated sensors into the system. The additional
sensors are introduced to monitor defined wear components and to detect potential defects.
In the third approach, a test signal is actively fed into the system. The degree of wear of the
components to be monitored can be deduced from the feedback. An example of this is Time
Domain Reflectometry (TDR) [5].

2. Data Collection

2.1. Sensor Resolution

When buying industrial sensors, you often have to commit to a sensor resolution. This requires
that you have a basic understanding of what accelerations occur on the component. For this
purpose, the effects were previously considered in an experiment when an accelerometer with
an insufficient resolution is used. In this case, the sensor generates vibrations that exceed the
sensor resolution. A CDC of the fan motor is that the fan wheel has an imbalance. This fault
situation was simulated by attaching an unbalance to the fan blade.

The result of this simulation is shown in figure 1 (a). There are shown the measured acceller-
ation values in x- and y- axis of an accelleration sensor with a maximum resolution of ±2𝐺. The
red values show the vibrations of the motor without an imbalance and the blue values show
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Figure 1: Comparison of an unbalanced fan with a resolution of ±2𝐺 (a) and a resolution of ±4𝐺 (b).

the vibrations which occurs with an imbalance. It can be clearly seen that the vibrations on the
motor increased due to the imbalance. It can also be seen that vibrations that go beyond the
set sensor resolution of ±2𝐺 were not recorded correctly. They are in line with the maximum
acceleration of ±2𝐺. The measured values that did not exceed the maximum resolution were
not affected by this. The experiment shows that the CDC "imbalance" can cause very strong
vibrations. The vibrations are so strong that they exceed a sensor resolution of ±2𝐺. If a sensor
is used that can only record values up to a resolution/acceleration of ±2𝐺, these are recorded
incorrectly. The values that exceed the maximum resolution are then incorrectly saved in the
data record [6]. To prevent such problems, it is important to see how large the vibrations can
be. The sensor resolution should have at least this value with a safety buffer. In figure 1 (b),
instead of the resolution of ±2𝐺, the double resolution of ±4𝐺 was chosen for the same motor
level. In the picture you can see that no "lines" have formed and therefore the vibrations were
not greater than the sensor resolution. The resolution of ±4𝐺 is therefore much more suitable
than the resolution of ±2𝐺. The experiment has shown that a correctly selected sensor reso-
lution is a prerequisite for obtaining meaningful results. If the vibrations are greater than the
resolution of the sensor, the incorrectly stored measured values cannot be classified correctly
[6].

2.2. Sensors and Test Set-Up

The requirement for a condition-based PMA is a structured data collection of sensor values.
The following sensors were used to obtain status data:

• Three-axis acceleration sensors (Accelerometer):

– LIS 3DH, MMA 8451, ADXL 343, ADXL 345

• Three-axis acceleration sensors with three-axis yaw rate sensor (gyroskope)

– MPU 60.50

• Three-axis magnetic field sensor (magnetometer)

– MLX 90393
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Figure 2: Measurement setup with the three-axis acceleration sensors LIS3DH, MMA 8451, ADXL 345
and ADXL 343.

Table 1
A Section of the Data measured with the MPU 60.50 Gyroskope.

60.50 AccelX 60.50 AccelY 60.50 AccelZ 60.50 GyroX 60.50 GyroY 60.50 GyroZ Target

416 6088 60146 2709 62478 65187 Motor 000
426 6026 60148 2733 62469 65185 Motor 000
404 6110 60146 2727 62478 65192 Motor 000
470 6046 60140 2720 62486 65188 Motor 000

• Multi sensors with three-axis acceleration, three-axis yaw rate and three-axis magnetic
field measurement

– MPU 92.65, BNO 055, GY 250, GY 521

These recorded the acceleration, the rotation rate and the surrounding magnetic field of the
fan motor R3G180-AJ11-XF from ebm-papst Mulfingen GmbH & Co. KG used in the thermal
system. Figure 2 shows the measurement set-up with the selected three-axis acceleration sen-
sors [6].

The fan motor was operated at fixed speeds, which were divided into 7 classes. This classifi-
cation was based on the specific values 0%, 50%, 60%, 70%, 80%, 90% and 100% of the maximum
engine speed. During the operation of the fan motor the vibration of the crankcase was sensed
and recorded by the sensors. More than 980,000 structured sensor data sets per measurement
series and sensor type were recorded. A total of more than 2.6 million data sets have thus been
recorded for all sensor types. A section of a full data set is shown in Table 1.

An example of a recorded data set is shown in figure 3. It shows the measured acceleration
from the housing vibration in the spatial x- and z- orientation. The individual classes are high-
lighted in color to make a distinction possible. Due to the highest spatial coverage, it can be
seen that the measurement results for class 80% can be assigned to the resonance range of the
fan motor, since the acceleration values in the x- and z- alignment are at their maximum values
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Figure 3: Measurement results from the acceleration sensor MMA 8451.

here.

3. Data Conditioning

In order to be able to better differentiate the individual classes, it is in some cases advantageous
if the data records are processed before classification. The methods used for data conditioning
are presented here:

One possibility to process the data sets consists of the differencing and absolute value for-
mation of subsequent values according to equation 1.

𝑋𝑖 = |𝑋𝑖 − 𝑋𝑖+1| (1)

𝑋𝑖 and 𝑋𝑖+1 are the successive sensor values. Another processing method is the integration
of the data according to equation 2. Here the area under two successive values 𝑋𝑖 and 𝑋𝑖+1 is
calculated.

𝑋𝑖 =

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

𝑋𝑖 + 0.5 ⋅ (𝑋𝑖+1 − 𝑋𝑖) if 𝑋𝑖 < 𝑋𝑖+1
𝑋𝑖 − 0.5 ⋅ (𝑋𝑖 − 𝑋𝑖+1) if 𝑋𝑖 > 𝑋𝑖+1
𝑋𝑖 if 𝑋𝑖 = 𝑋𝑖+1

(2)

In both the processing methods, an additional smoothing can be carried out by calculating
the moving average according to equation 3.

𝑋𝑖 =
1
𝐺 ⋅

𝑖+𝑔
∑
𝑖−𝑔

𝑋𝑖 (3)

The parameter 𝐺 specifies the degree of smoothing. The parameter 𝑔 is the difference be-
tween the indices between the instantaneous value𝑋𝑖 and the maximum value𝑋𝑔±𝑖 specified by
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Figure 4: Comparison of raw data (a) and data prepared by differencing (b).

the degree of smoothing. Thus 𝑔 depends on the degree of smoothing 𝐺 and can be determined
according to equation 4.

𝑔 = 𝐺 − 1
2 (4)

With the degree of smoothing 𝐺, first optimizations regarding the classification of the mea-
sured sensor data can be carried out [7]. Figure 4 shows the effect of processing by means of
differencing compared to the unprocessed raw data. The coloring in the pictures illustrates the
different class assignments.

Figure 4 (a) shows the acquired raw data of an acceleration sensor in the x-orientation. It
can be seen that a delimitation regarding the classes is not clear. For example, the acceleration
in the direction of the x-axis at −8𝑚/𝑠2 is not unique and can in principle be assigned to any
class. In Figure 4 (b) the classes are more delimited after the differencing and smoothing and
thus a class assignment is clearer. For example, the value 0.7 can be clearly assigned to the class
shown in gray.

Figure 5 (a) shows the raw data from the measurements in x- and y-orientation. A classi-
fication is clearly not possible due to the overlapping point clouds. Figure 5 (b), on the other
hand, shows the data prepared after the differencing. It can be seen that the point clouds are
now clearly distinguishable, making visual and algorithmic class assignment easier.

4. Evaluation

The evaluation of the ML algorithms with regard to the respective sensors and the data pro-
cessing was divided into a training and a test phase. In the training phase, the data records
were divided evenly by feeding every tenth data value of the respective training method to the
ML algorithm. As a result, the respective ML algorithm was trained with 10% of the data. The
complete data set was then evaluated in the test phase. Several ML algorithms were consid-
ered for the recorded data sets. These included decision trees [8, 9], the gradient boost method
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Figure 5: Comparison of raw data (a) and data prepared by differencing (b) in two axes.

Figure 6: Comparison of the prediction results of the focus cluster algorithm with raw data (a) and
data prepared by differencing (b).

[8, 10], a focus cluster algorithm [11] and artificial neural networks (ANN) [12]. The investi-
gations revealed that ANNs are less suitable for data sets with low attribute numbers due to
the long duration in the training phase. Therefore, only the decision trees, the gradient boost
method and the focus cluster algorithm were used for the further experiments [7].

Figure 6 shows two confusion matrices [13] for the focus cluster algorithm, which show the
distribution between the actual class and the class determined by the algorithm. The numbers
on the axes correspond to the seven defined classes in which the data records have been cat-
egorized. The darker an area, the more often the ML algorithm has assigned data records to
a class. A correct assignment is obtained if the assigned class corresponds to the actual class.
Ideally, you would get a black diagonal from top left to bottom right.

Figure 6 (b) shows the result for the data sets prepared after differencing and smoothing. It
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can be seen that the majority of the data records were assigned to the actual classes, the hit
rate here was over 98%. On the other hand, it can be seen in Figure 6 (a) that a significantly
lower hit rate has been achieved for the unprepared data sets.

5. Using Statistical Methods for Prediction

The preceding test were performed by measuring the vibration of a stand-alone motor on a
workbench, which was not build into a working machine. Therefore this data cannot be used
to make a prediction for maintenance, but the feasibility of categorizing a motor by its vibration
and magnetic field was studied. To get a better picture of the real working conditions of such
a motor a larger data set was collected by mounting three multifunction sensors (GY 521, BNO
055, MPU 92.65) on a thermal system which is used in day to day operations. These data sets
were then used to build a statistical model based on auto regression and moving average (ARMA
[14], [15]) of the vibration. The statistical models were created for every sensor orientation
separately to get an optimal result for each time series. As the metric to compare the different
models was chosen the maximum relative deviation (MRD) according to equation 5.

𝑀𝑅𝐷 = max
𝑖

| 𝑋𝑖 − 𝑌𝑖
𝑋𝑖

| (5)

In equation 5 𝑋𝑖 are the measured sensor values used to build the model and 𝑌𝑖 are the values
predicted by the model at this time-step.

6. Results

To compare the results of the ML algorithms for the respective sensors, a matrix with the
relevant properties was created for each combination of ML algorithm and sensor:

• Classification accuracy (performance) of the algorithms

• Computing time for the training and testing phase of the algorithms

• Smoothing factor G

Table 2 shows the comparison of the processing methods examined using the combination
of the multifunction sensor GY 521 and the gradient boost method.

It can be seen that the highest performance is achieved when using the raw data. In the train-
ing and test phases the integrated and the differenced data are slightly faster. A comparison
was made for each sensor and ML algorithm combination. The best performing data processing
method was then selected for each combination. The comparison tables of the sensors which
have achieved the best results of the sensor types examined are listed in Tables 3 to 5. These
were the ADXL 345 (accelerometer), the MPU 60.50 (gyroscope) and the GY 521 (accelerometer,
gyroscope and magnetic field). The processing method with the highest performance for the
respective algorithm is shown for each of the sensors.
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Table 2
Comparison of the data preparation methods with the combination of the multifunction sensor GY521
and the gradient boost method.

Sensor GY 521 Performance (%) Time training (s) Time testing (s)
with Gradient 𝐺 = 0 𝐺 = 99 𝐺 = 0 𝐺 = 99 𝐺 = 0 𝐺 = 99
Boost method

Raw data 98.51 83.97 4.85 6.88 1.11 0.9
Integration 82.84 85.15 5.45 3.82 1.07 0.66
Differencing 79.76 85.1 5.04 3.83 1.5 0.61

Table 3
Comparison of the ML algorithms on the combination ADXL 345 (accelerometer) and the best perform-
ing data processing method.

ADXL 345 Decision tree Gradient boost method Focus cluster algorithm

Conditioning method Differencing, 𝐺 = 99 Differencing, 𝐺 = 99 Differencing, 𝐺 = 99
Performance 93.79% 96.6% 98.98%
Computing time training 1.78s 5.88s 0.32s
Computing time testing 31.99s 1.44s 34.88s

Table 4
Comparison of the ML algorithms on the combination MPU 60.50 (gyroskope) and the best performing
data processing method.

MPU 60.50 Decision tree Gradient boost method Focus cluster algorithm

Conditioning method Raw data, 𝐺 = 0 Raw data, 𝐺 = 0 Differencing, 𝐺 = 99
Performance 91.46% 95.24% 90.89%
Computing time training 0.09s 5.54s 0.91s
Computing time testing 0.28s 1.46s 31.99s

The result of the examinations according to Table 3 was that all acceleration sensors achieved
the greatest performance with smoothing (𝐺 = 99) and data prepared by differencing. The focus
cluster algorithm achieved the highest performance.

The result according to Table 4 is that the highest performance was achieved with unpro-
cessed and unsmoothed data with the gyroscopes. The gradient boost process achieved the
highest performance.

In the case of the multifunction sensors with acceleration, magnetic field sensors and gyro-
scope, it can be seen from Table 5 that the highest performance was achieved with smoothing
(𝐺 = 99) and differenced data using the cluster cluster algorithm.

Table 6 shows the lowest MRDs for each separate sensor orientation with their number of
auto regressive (p) and moving average (q) terms.

These results show a maximum deviation up 28.3% with the gyroscope values in z orienta-
tion. The lowest deviation was reached with acceleration in z orientation and the magnetic
field in x orientation with only 10.1% and 10.6% respectively. The difference in accuracy of the
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Table 5
Comparison of the ML algorithms on the combination GY 521 and the best performing data processing
method.

GY 521 Decision tree Gradient boost method Focus cluster algorithm

Conditioning method Raw data, 𝐺 = 0 Raw data, 𝐺 = 0 Differencing, 𝐺 = 99
Performance 95.7% 98.51% 99.89%
Computing time training 0.09s 4.85s 1.27s
Computing time testing 0.28s 1.11s 37.63s

Table 6
Lowest MRD for each Sensor Orientation with their corresponding p and q Numbers.

Sensor Orientation p q MRD (%)

Acc X 5 5 20.3
Acc Y 3 3 24.4
Acc Z 2 5 10.1
Gyro X 7 5 22.4
Gyro Y 4 3 24.7
Gyro Z 7 6 28.3
Mag X 4 5 10.6
Mag Y 3 5 22.6
Mag Z 7 7 28.2

models is rather high and therefore an ARMA model can only be used to model two of the nine
time series measured. For the remaining seven there should be used other means of modeling.

7. Conclusion

It has been found that the processing of the raw data in the form of smoothing and differencing
in combination with the focus cluster algorithm gave the best results for acceleration sensors.
The gyroscopes examined showed that the unprocessed raw data without smoothing in com-
bination with the gradient boost method achieved the highest classifiability. The multisensors
examined gave the best results when using the focus cluster algorithm in combination with
smoothed and differenced data. In addition it was found, that an ARMA model could be used
to predict the acceleration in z orientation and the magnetic field in x orientation.

8. Outlook

Based on these results, the combination of detection measure, data processing method and
ML algorithm can in the next step be used for a PMA strategy. For a complete PMA, further
detection measures have to be examined. For that purpose, this procedure is continued with
further sensor types in order to find an optimal combination for all necessary detection mea-
sures. In the future, a prediction model is to be developed on the basis of these results, with
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which predictions can be made about the degree of wear of system components of a thermal
system under automation. Formal aging and error models of the respective system compo-
nents must also be created in order to map the aging process of components. These models can
then be used to make probabilistic statements about the failure probabilities of the individual
assemblies. Such models could be based on Dynamic Bayesian Networks (DBN) [16], auto re-
gresssion and moving average (ARMA) [17] or, as the focus cluster algorithm has yielded such
an high performance, a multi dimensional focus trajectory. In addition to that, the statistical
models used to predict the motor vibration in day to day operations could be extended to auto
regression, integrated, moving average to get a better result for all sensor orientations.
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Features of the development of an automated
educational and control complex for checking the
quality of students
Dmitriy Bukreiev, Pavlo Chornyi, Evgeniy Kupchak and Andrey Sender
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Abstract
The paper reveals the problematic features of developing an automated system for teaching students.
The authors emphasize the need to study the specialized needs of the system before the development
process and conduct an in-depth analysis of the needs of the modern educational process in order to
identify the needs of the future product. In this paper authors develop a model of knowledge representa-
tion in the system and reveal the features of the mathematical apparatus for calculating and automating
the processes of obtaining and evaluating students knowledge.

Keywords
development, educational, control complex, automated educational system

1. Introduction

Innovations in higher education are determined by state policy, one of the important priori-
ties of which is informatization of all spheres of activity. The practice of modernizing higher
education shows that with the help of traditional means of training and control, it is increas-
ingly difficult to solve the problems of training modern personnel. In accordance with it, as
well as with the requirements of the state standard of higher professional education in higher
educational institutions, the role of training using ICT has significantly increased.

Many scientists have made a significant contribution to the theory and practice of using ICT
as learning tools: Oleksandr Yu. Burov [1], Valerii Yu. Bykov [2, 3, 4], Svitlana M. Hryshchenko
[5, 6], Arnold E. Kiv [7, 8, 9, 10, 11], Vladyslav S. Kruglyk [12, 13], Oksana M. Markova [14, 15],
Mykhailo M. Mintii [16], Yevhenii O. Modlo [17, 18, 19, 20, 21], Pavlo P. Nechypurenko [22],
Natalya V. Rashevska [23], Kateryna P. Osadcha [24], Viacheslav V. Osadchyi [25, 26, 27, 28, 29],
Serhiy O. Semerikov [30, 31, 32, 33], Kateryna I. Slovak [34], Andrii M. Striuk [35], Svitlana V.
Symonenko [36, 37], Viktoriia V. Tkachuk [38, 39], Tetiana A. Vakaliuk [40], Nataliia V. Valko
[41, 42], Yuliia V. Yechkalo [43] and others. Methods of using the distance learning tools and
the problems of blended learning were analyzed by Olga V. Bondarenko [44], Pavlo I. Fedoruk
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[45], Nadiia O. Holiver [46], Volodymyr M. Kukharenko [47], Larysa M. Petrenko [48], Svitlana
V. Shokaliuk [49], Mariya P. Shyshkina [50], Oleg M. Spirin [51], Myroslav J. Syvyi [52] and
others. In their researches ways and ways of increase of efficiency of training with use of
modern computer engineering, problems of computerization of natural sciences are considered,
classifications of pedagogical software are offered. In the works [53, 54, 55, 56, 57, 58, 59, 60,
61, 62, 63, 64, 65] addressed the use of computer technology in teaching general professional
discipline, the use of this technique for modeling processes and phenomena, compiling tests,
solving problems and conducting quantitative calculations, developing software for self-control
and standardized control of knowledge, computerization of pedagogical experiment.

Our theoretical analysis of the literature has shown that the use of new information tech-
nologies allows the student to better understand the nature of the course being studied, actively
participate in the process of mastering its content, and independently monitor the acquired
knowledge, skills and abilities. For their part, the teacher can adapt software tools in accor-
dance with specific learning goals, quickly and objectively identify the level of development of
educational material by students.

However, as for the use of new information technologies in courses of general professional
disciplines, not all theoretical and scientific-methodological issues have been solved here. It
can be stated that there is a mismatch between the needs of higher education institutions in
the use of computer-based information learning technologies and insufficient development of
the corresponding software packages.

As noted in the work of Viacheslav V. Osadchyi and Iryna V. Krasheninnik, nowadays one
of the main deterrents to the improvement of professional training in such conditions is lower,
compared to the standard term of study for a bachelor’s degree (4 years) to 2-3 years of study
with subsequent transition to professional training. However, during the two years of study it
is impossible to provide the necessary time for full practical training [66], so the creation of an
individual trajectory of the student allows to intensify the workload and reduces the time to
obtain general competencies.

The question arises as to which of the modern approaches should be relied on to eliminate
this inconsistency and thus improve the quality of teaching of general professional disciplines.
One of the most relevant and promising in this regard is the competency approach, aimed at
forming in future professionals key and a number of actual professional competencies during
the shortened period of study.

2. Features of the educational process

The pedagogical process is always two-way and two-way and the analysis of educational and
pedagogical goals, which sets the "object" of pedagogical influence, is no less (if not more)
important than the analysis of the teacher’s goals and the development of his pedagogical
creativity. As noted by A.K. Markov, the level of development of goal-setting processes is the
most important indicator of the formation of educational activities. We are talking about the
quality of goals (novelty, non-standard, flexibility, sustainability), their validity and realism, the
ability to overcome obstacles to achieving them. In the course of training there is a change of
interaction of the educational purposes and motives, internal motives of educational activity,
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in particular, cognitive and professional are formed. The most important factor in intensifying
this process was the possibility of independent setting of educational goals. Classifications of
goals act as a special measure of their commonality:

• global, general and private goals,

• attitude to educational structures that are responsible for their formulation and achieve-
ment,

• substructures of personality, the development of which they focus,

• goal description language.

Information technology is inextricably linked to forecasting because it has common goals.
They are focused on achieving specific results, but require more rigor and responsibility in
the design for direct application, which uses heuristic techniques, while forecasting allows
extrapolation.

Important in our opinion in the study is the work of Viacheslav V. Osadchyi and Kateryna P.
Osadcha, which identifies current trends in education informatization, among which scientists
highlight: the introduction and dissemination of e-learning, services and tools for teachers, stu-
dents, leaders and parents to cooperate with all the above participants in the learning process,
the development of cloud technologies [67]. The authors emphasize that these tasks are lead-
ing in the scientific space. However, before determining the quality of the graduate obtained at
the end of training, it is necessary to determine the factors that have the greatest impact on the
learning process of students [68]. And as further noted in the study [69], the requirements of
employers for engineering and technical knowledge and skills are constantly becoming more
complicated. This is due to the accelerated evolution of technical skills, the emergence of new
engineering professions and the penetration of technology into all spheres of human life.

The interaction of information technology for the teaching of general professional disci-
plines gives reason to believe that in the design of pedagogical technologies, new sources of
forecasting are possible.

Pedagogical technologies with the use of information technology in a military university are
associated with modeling, which, as a means of representation and transformation of an object
that does not yet exist in reality, allows:

• lose, compare and evaluate standard pedagogical technologies,

• to simulate real processes of future pedagogical activity,

• accept the result of one of the alternative solutions to pedagogical problems.

The didactic model of teaching a general professional discipline as a variant of pedagogical
technology should allow, if necessary, to make it possible to identify individual essential as-
pects of future activities, subjecting them to a more thorough logical analysis. Such modeling
allows you to operate with unidentified objects and determine their stable properties, which is
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extremely important in the military education system. The concept of pedagogical technolo-
gies, aimed at identifying their definition, structure, classification and justification of choice, is
based on the analysis of theories of various sciences and related concepts.

In the process of professional training and scientific search, knowledge, skills and abilities are
formed, there is a comprehensive intellectual development of students’ personality and world-
view, mastering the chosen specialty. All this happens through the main sphere – the mental
activity of students: sensation, perception, representation, comprehension, memorization and
other mental processes. As a result of mental functioning, all this is analyzed, synthesized
through the harmonious action of higher nervous activity of a person. On the basis of this ac-
tivity, a learning system is created that combines the content and form of scientific knowledge,
establishing connections and relationships between the subjects studied and the phenomena
of the objective world.

Trying to classify educational tasks by their "cognitive composition", we can observe
that all types of tasks are grouped into five groups:

• tasks for reproduction of knowledge,

• tasks that require simple mental operations,

• tasks that require complex mental operations,

• tasks that require productive thinking for their solution,

• tasks for productive thinking with the generation on its basis of written or oral expres-
sion.

The process of professionally-oriented training was usually based on an inductive basis,
from partial to general, by consistently performing a number of partial functions inherent in
a military specialist. At the same time, each of these functions was studied in isolation from
each other without any relationship. Therefore, the process of acquiring professional skills
necessary for mastering complex equipment and the process of its operation was delayed.

So, building professional training on an inductive basis does not justify itself today. It seems
most appropriate to build the learning process on a deductive basis from the general to the
particular, so that professional skills and abilities of students are formed on the basis of general
knowledge. This approach is used today to justify a new system and content of vocational
training that corresponds to the modern development of vocational education. It requires the
use of Information Technology. The new content of training using information technologies
should ultimately lead to a change in Information Technologies of training that allow the de-
velopment of expert training systems for assessing knowledge, skills and abilities. such expert
systems should be based on the principles of the theory of step-by-step formation of mental
actions and skills.

Among these principles we highlight the following:

• transition to the planning of the educational process in accordance with the level of
knowledge acquisition in general discipline,
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• introduction into the educational process of a quantitative measure of the degree of com-
pletion of the learning process in the form of the coefficient of assimilation,

• expert-educational system of assessment of knowledge, skills, abilities should be created
taking into account the two above-mentioned principles.

Creation of expert-educational, expert systems on an estimation of quality of mastering of
knowledge and completeness of process of training provides first of all the account of the basic
principles:

• changing the role and function of the teacher, turning him into a specialist “consultant”,
which adds a new responsibility in his teaching activities,

• abandonment of the current method of training and the transition to individual training,
especially important for self-training,

• transfer of the center of gravity of the educational process to the independent work of
students,

• preparation of educational and methodical complex on the basis of taking into account
features of computer technology of training. Each student is provided with full textbooks
and various tasks in the discipline,

• abandonment of traditional forms of control and the introduction of individual cumu-
lative index, which sharply increases the role of current, boundary and final control of
knowledge, skills and abilities.

If the above principles are strictly followed, we can talk about the possibility of developing
and using in the educational process of expert training systems and systems of expert assess-
ment of knowledge, skills and abilities, their content of textbooks and manuals.

This indicates the need to increase the practical orientation of student learning. To imple-
ment professional training of students in educational standards and objectives requires the de-
velopment and implementation of scientifically sound methods that reduce the time of students
to master the actions and operations of professional activities without reducing the required
quality of education.

The analysis of works of Pavlo I. Fedoruk showed that a significant amount of work is focused
on forecasting trends in the development of educational space according to modern needs and,
in particular, the development of adaptive testing tools for students. In his works, the scientist
emphasizes the need to solve a number of problems of test control of knowledge in modern
educational systems. In his works, the author notes that the methods and tools of classical
test theory, despite the great potential of this technology do not solve many problems posed
by the current level of education. He emphasizes that adaptive tests, in this case, can solve
this problem and can be effectively used to solve any problem of optimizing the educational
process - assessing the effectiveness of pedagogical innovations and technologies, monitoring
[70]. Summing up the analysis, we can say that we can identify a number of positive features
of the use of adaptive tests, namely:
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• adjustment to individual possibilities of the student,

• increasing the accuracy of assessing the level of knowledge,

• reducing the duration of the test,

• reducing the degree of student fatigue,

• ensuring confidentiality by providing each student with an individual set of test tasks
that correspond to his level of knowledge,

• simplification of the procedure for making changes to the task bank.

In the works of Valerii Yu. Bykov emphasized that the further informatization of the educa-
tional environment is based on computerized means of labor and requires a fundamentally new
information environment [2, 3, 4]. Such systems are a further development of expert systems.
They provide a quantitative assessment of system performance on the basis of selected criteria
and models of alternative situations.

The development of methods of teaching general discipline of students with the help of
information technology should be based on the integration of the provisions of the theory of
the gradual formation of mental actions and block-module learning.

3. Features of system requirements

Teaching the general professional discipline aims to lay a theoretical foundation for under-
standing the essence of the physical and mechanical characteristics of the main structural ma-
terials and the technology of their production for their use in human activities. To ensure the
consistency of knowledge and skills in the general discipline, practical classes are complex in
nature. Individualization is achieved through an individual approach to students during prac-
tical, laboratory classes, consultations, current and final control. More hours are allocated for
self-training of students. The acquired knowledge and practical skills are the basis for studying
all subsequent engineering disciplines, they are the basis for technical design, construction and
operation of airfields.

The main part of special courses is the organization and conduct of practical classes that
make it possible to understand the features of the production process of a particular discipline.
Practical classes are the basis of practical technology, so the process of improving the theoreti-
cal level of the content of the general discipline is a very important component. Strengthening
the role of theoretical knowledge and conducting classes in accordance with the developed the-
matic plan is insufficient, and there is a change in the ratio of factual and theoretical material in
favor of the latter, which leads to insufficient justification of theories in the minds of students
and consolidation of acquired skills and knowledge.

A way out of this situation can currently be found when using information technology of
training in the process of teaching the general discipline, which allows you to create a me-
thodically based flow of information, including, in particular, factual material, which in the
future can become the basis for the manifestation of systematizing and explaining functions
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of theoretical knowledge. It is clear that creating an information flow is impossible without
using an automated training complex. Information technologies open up an opportunity to
better understand the nature of the object itself, actively engage in the process of its cogni-
tion, independently changing both its parameters and operating conditions. In this regard,
information technologies can not only have a positive impact on the study of the general disci-
pline by students, but, more importantly, on their mental development. The use of information
technologies allows you to quickly and objectively identify the level of mastering the material,
which is of great importance in the process of teaching a general professional discipline.

The main criterion for assessing the degree of information content of the educational pro-
cess is the possibility of using training and testing programs in the educational process, which
organize active work of students in a dialogue with the teacher. The advantages of using in-
formation technologies in the study of general disciplines include:

• improving the quality of teaching as a result of rapid assessment of knowledge,

• study group monitoring,

• operational management of the training session,

• effective and convenient work of the teacher in the group,

• clarity and visual control of knowledge,

• processing and storage of large amounts of information,

• accelerating the assimilation of material,

• acquisition of sustainable skills for practical application in the chosen field,

• manifestation of pedagogical creativity in the methodology and technology of the edu-
cational process.

Thus, the use of information technology for classes in general discipline in the system of
automated student training does not impose any restrictions on the didactic structure of ed-
ucational material and the choice of a pedagogical approach, but, on the contrary, contains
a stage of creative approach by both teacher and student, organizing a closed interconnected
cycle.

Summing up, we can say that, when creating an educational and methodological profes-
sionally oriented environment in the teaching of general professional discipline, different ap-
proaches are taken into account in developing a didactic model of teaching general professional
discipline and include the following components: motivational, meaningful, personal-activity,
managerial, evaluative. The selected didactic model reflects the conditions, stages and methods
of teaching general professional discipline in the framework of professional training. The de-
velopment of the model was based on the principles of systematization, scientificity, modeling,
autonomy.
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Figure 1: Virtual learning environment of the automated training complex

4. Structure of the software complex

On the basis of a tabular list of educational elements of a general professional discipline, didac-
tic learning goals are developed, the achievement of which is controlled by a system of tests for
the corresponding levels of assimilation of acquired knowledge. In automated knowledge con-
trol, tests are developed using a special methodology that takes into account the low, medium
and high level of training of students. All training elements must be covered by testing, the
number of tests developed for each training element is unlimited and can be constantly updated,
since the training complex has a modular structure. Unlike traditional tests, automated tests
involve the content of reference answers in the general discipline. After conducting knowledge
testing in a computer classroom, the coefficient of knowledge acquisition by students is calcu-
lated, which is the basis of the created expert system for assessing the success of the learning
process.

The coefficient of assimilation of knowledge varies from 0 to 1. if the coefficient of assim-
ilation is greater than or equal to 0.7, the learning process is considered completed, specific
knowledge is obtained and skills are acquired, and the coefficient of assimilation of knowledge
is used in monitoring the rating control when calculating the rating: by semester, by specialty,
individually and in a group test, which is extremely important for analyzing the assimilation
of the course. The virtual learning environment using an automated training complex has a
block structure, which is reflected in the figure 1.

As the automated educational complex of training of general professional discipline corre-
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Figure 2: Homeostasis structure of knowledge transfer

sponds to the general requirements shown to educational controlling complexes, it is focused
on achievement of the purposes set by the teacher and combines traditional and information
technologies.

When using an automated training complex, both individual and group training can be used.
In the context of learning, the complex has a homeostasis structure of knowledge transfer.

The global purpose of the automated educational complex is to prepare students for full
and effective participation in social and professional fields in the information society. At its
application there is a change of relations between the teacher and the student. They become a
process of joint creativity (figure 2).

The automated training complex is a training, testing and monitoring program compiled ac-
cording to the didactic model of PC formation when teaching a general professional discipline.
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Figure 3: The functional structure of the training function of the automated training complex

The program is prepared in the Visual Studio environment with an integrated Shell and spe-
cial navigation tools for viewing. In the Visual Studio System, there is a special form designer
that allows you to prepare windows of the future program in the form of forms. The program
is focused on internet technologies that allow you to deploy databases and build multi-level
modular software packages with built-in application servers. The program is implemented in
the client/server architecture and consists of several modules, each of which is significant and
has its own algorithm. Software modules start working from the moment they are launched
and do not require any additional configuration.

After registering the user, you need to determine the operating mode on the monitor screen.
To conduct self-training or the next lesson, you need to use the menu view of the automated
training complex. It contains: training, lecture, testing unit of self-training, monitoring of rat-
ing control of knowledge. Depending on the pedagogical task, the appropriate level is selected,
and the program works according to the selected branch and a certain algorithm (figure 3).

Automated training complex provides for the presence of three components:

• demonstration, which displays information in accordance with a pre-designed scenario,

• simulation-modeling, which allows the user to control the dynamics of the learning pro-
cess,
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• controls the component that analyzes the user’s work.

From a methodological point of view, all parts are in demand. If the educational part of the
program is selected, the algorithm of the structure of the educational function of the automated
educational complex has the following form (figure 3).

Working with the lecture course, the user works with the electronic textbook, gradually
pressing the preview button and first selecting a topic from the list of menu sections on the
screen, the thematic plan of the discipline is constantly consistent with the selected learning
elements. The student on request can print out any lecture and view the physical properties of
the materials from the reference database, learn the goals and objectives of the study, as well
as read the list of references.

Simultaneously with the study of theoretical material, you can test your knowledge by
choosing the option of testing knowledge. The testing unit for checking the quality of knowl-
edge, skills and abilities reflects the systematic content of the general discipline and provides
an objective check of the level of academic achievement. Tests are divided into classes by level:

• tests in practical and laboratory classes – a simple test,

• tests of increased complexity by topic – mixed test,

• residual knowledge tests – a control test for general disciplines.

In its form, the test is a system of tasks. Test tasks in the general discipline have a short form,
so that each one does not take much time to complete. Work in each test block is individual.

The block of tests based on current material works according to the principle: question –
answer based on time characteristics and contains approximate answers, of which you need
to choose the correct one. Text appears on the screen, and questions and several possible
answers to them are displayed in turn. After answering the questions, a rating is given. The
accumulation of individual grades obtained on tests allows monitoring the assimilation of each
topic of the general professional discipline both separately for each cadet and for the group as
a whole.

When performing tasks on self-preparation for classes, it is sometimes very convenient to
use testing on lecture topics of the general professional discipline. Simple tests contain material
from practical and laboratory work. In a complex test, a mixed test consists of thirty tests
and contains questions on the topic of a general professional discipline, while a control test
consists of sixty tests and contains questions to determine in-depth knowledge in a general
discipline. It can be used for self-certification and verification of residual knowledge in the
general discipline.

The ambiguity of tests developed for teaching a general professional discipline is obvious.
Each of them complements each other. The test curve determines the dependence of the test
subject’s actual rating. Training typical situations are selected by difficulty level only taking
into account previous test checks. The curve is the average straight line between the charac-
teristic curve of a light and heavy test (figure 4).

The result of the experimental study is expressed in a test score. Test scores are located on
special scales, the score obtained with the help of tests is more accurate and differentiated than
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Figure 4: Dependences of the actual rating of the tested person on the characteristic curve of the test

traditional. If you look at the distribution of frequencies of actual scores depending on the
characteristics of the test after a pedagogical experiment, the abilities of the tested were dis-
tributed according to the normal law. Performing tests independently allows cadets to conduct
self-preparation for classes and eliminate gaps in the assimilation of lecture material, thereby
increasing their professional level.

After studying the general discipline, the total coefficient of mastering of each student is
calculated according to the formula:

𝐾𝑎 = 𝐾𝑙/𝑖 ∗ 𝑛,

where: 𝐾𝑎 is the total coefficient of assimilation after studying the topic; 𝐾𝑙 - a separate
coefficient of assimilation on the 𝑖-th test; 𝑛 - the number of topics in the general professional
discipline.

At final control of knowledge the received general factor is considered as follows. At 𝐾𝑎− =
1.0 − 0.9 the grade "5" is set, at 𝐾𝑎− = 0.9 − 0.8 – a mark "4", at 𝐾𝑎− = 0.8 − 0.7 – a mark "3" and
at 𝐾𝑎 < 0.7 – a mark "5".
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5. Conclusions

The problem features of development of the automated system for training of students were
opened in the work. Thus, it was emphasized the need to use a competency-based approach,
which in its work is aimed at forming in future professionals key and a number of actual profes-
sional competencies during the shortened training period. The pedagogical process is always
two-way and two-way and the analysis of educational and pedagogical goals, which sets the
"object" of pedagogical influence, is a more important factor than the analysis of the goals
of the teacher and the development of his pedagogical creativity. It was emphasized the need
to study the specialized needs of the system before the development process and conducted an
in-depth analysis of the needs of the modern educational process in order to identify the needs
of the future product. During the analysis it was determined that information learning tech-
nologies allow the development of expert-educational systems for assessing knowledge, skills
and abilities, such expert systems should be based on the principles of the theory of gradual
formation of mental actions and skills. Among these principles were the following: the tran-
sition to planning the learning process in accordance with the level of knowledge acquisition
in general discipline; introduction into the educational process of a quantitative measure of
the degree of completion of the learning process in the form of the coefficient of assimilation;
expert-educational system of assessment of knowledge, skills, abilities should be created tak-
ing into account the two above-mentioned principles. It was emphasized that the development
of methods of teaching general discipline of students with the help of information technology
should be based on the integration of the provisions of the theory of the gradual formation
of mental actions and block-module learning. The developed model of knowledge representa-
tion in the system and reveals the features of the mathematical apparatus of calculation and
automation of processes of obtaining and evaluating students’ knowledge, so the automated
educational complex provides for three components: demonstration, which displays informa-
tion in accordance with pre-developed scenario; simulation-modeling, which allows the user
to control the dynamics of the learning process; controls the component, which makes an anal-
ysis of the user. The block of tests on the current material works on the principle: the question
– the answer taking into account time characteristics and contains approximate answers from
which it is necessary to choose the correct one. When performing self-preparation tasks, it is
sometimes very convenient to use testing with lecture topics of general professional discipline.
Simple tests contain material from practical and laboratory work. In the complex test - a mixed
test consists of thirty tests and contains questions on the topic of general professional disci-
pline, and the control test consists of sixty tests and contains questions to determine in-depth
knowledge of general discipline. The result of the experimental study is expressed in a test
score. Test scores are located on special scales, the score obtained by the tests is more accurate
and differentiated than traditional
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Cross platform development vs native development
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Abstract
The paper analyzes the advantages and disadvantages of cross-platform and native mobile application
development. The conditions are highlighted in which native and cross-platform development reveal
their advantages. These conditions include the project size, work comfort, popularity, relevance. It
was concluded that a beginner developer should start learning from native development, and then try
cross-platform.

Keywords
native development, cross-platform development, React Native, Java, Kotlin, Flutter

1. Introduction

In 2010, in the world of mobile development, the main questions were: which to choose Android
or iOS? What to learn: Java or Objective-C? Over the course of 10 years, these topics have
gradually lost their relevance in the circles of the IT community, because alternatives to these
languages have appeared. As Kotlin for Android and Swift for iOS. Parallel to this, a new branch
was developing – cross-platform technologies.

In 2020, you can often hear controversy and speculation about which side will take the main
part of the mobile app development market: native or cross-platform. Native development in-
volves technologies that are focused on a specific platform. For example, the Java programming
language is aimed at developing applications for Android, the brainchild of Apple – Swift for
iOS.

For cross-platform development, technologies aimed at both platforms are used. Among
them, two of the most promising can be identified: React Native (based on js) from Facebook
and Flutter (based on Dart) from Google.

You can ask a mobile developer who has at least a year of experience working with cross-
platform technologies and native development (it doesn’t matter if it is an Android or iOS
developer), he would answer: neither side will ever supplant the other.

But under certain conditions, these parties have clear advantages over each other.
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2. Comparative analysis of cross-platform and native
development

2.1. Project sizes

Quite often, IT companies with up to 10 employees choose cross-platform. Typically, devel-
opment teams take on small and medium-sized projects, where development time can take on
average from 3 months to a year. As a rule, such projects do not require high technological
needs from programmers. Therefore, in these cases cross-platform technologies can be used.

It will be beneficial for both the customer and the company.
The number of application developers can be reduced; most often it will be only one person.

On the part of the customer, it will be more comfortable to communicate with one person,
rather than explaining to two developers at once how this or that screen should work. In fact,
not all people think the same way. And they can understand both the design part and the
technical part in different ways, for example, the rules for loading and displaying elements
on the screen. Accordingly, the appearance will be not similar on different platforms, and the
speed of work will also differ. It will take more time to come to a similar result.

For a small company, being cross-platform has some advantages. Since fewer developers
were required, it means that the costs for the application will be less.

It makes no sense to consider the option when one developer first makes an application for
one platform, and then for a second one. Since it is obvious that this will take a lot of time and
money, so it is not very profitable for both parties.

Will this affect the quality? Applications that do not require a lot of resources from smart-
phones, for example, simple social network or an online shop, is unlikely to require interven-
tion in low-level processes (Although, in React Native, it is possible to write native modules).
So the answer is no. This will not affect the quality and performance of simple applications in
any way.

For clients who start their own business and already have a working website, as a project
development, cross-platform application development will be cheaper and faster than native.

But this applies to small projects that will not need support, and even more so in further
development. If we talk about projects with long development times, constant improvement
and expansion of functionality, cross-platform is seriously inferior to native development.

In large projects, a lot of attention is paid to design, and quite often to animation of objects.
Despite the fact that, according to the development ideology, this item is noted as a plus, prac-
tice shows that the implementation of a non-trivial design for two operating systems gives
many bugs. This increases the time to eliminate errors. The UI is displayed differently and the
time to adapt is also increased. The most noticeable problems occur with animations, clicks
and scrolling – the application may freeze. The user interface is developed in HTML, but you
will have to spend months to achieve native platform performance. The native development
languages for Android and iOS would be better tools in this case than the cross-platform tech-
nology APIs.

You need to develop an interface that is intuitive for both iOS and Android users. Otherwise,
an application built according to the IOS Human Interface OS Guidelines will be inconvenient
for Android users. Ultimately, you will spend more time improving the user experience.
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Long-term projects are not designed to save resources. In this case, customers are looking
for performance, quality and reliability. Native development in large-scale projects will be the
best solution. For a high-quality application, the project will need developers with serious
experience and deep knowledge in the areas of development for Android (Java or Kotlin) and
iOS (Objective-C and Swift). Compared to cross-platform technologies, there are 2 times more
developers, plus the work of good specialists is more expensive, in other words, the project
costs increase. But, it is worth recalling again, large projects involve serious costs, as a result
of which, as a rule, this is justified.

Application speed – the compiled project code is optimal for the native platform. The appli-
cation gets full hardware support for the device and uses multithreading for complex tasks.

With the release of updates to the programming language or hardware functionality, new
features will be available immediately. That is, there will be no need to wait for the implemen-
tation and adaptation of these updates in cross-platform development technology.

And the most important advantage of native development is the absence of restrictions, and
this, in turn, is the main condition for the development of huge projects. An indisputable
advantage is that it uses all the functions of the system software as flexibly as possible, such
as a camera, microphone, geolocator, accelerometer, calendar, media, at the same time, the
application sparingly consumes memory and device battery.

2.2. Work comfort

In addition to the fact that the technology must meet the requirements of the project, it is worth
considering a number of factors that are associated with the developer.

The first thing to look out for is the ease of learning. The more popular the technology,
the more courses, lessons and articles related to this tool can be found on the Internet. Native
development has an advantage in this regard. For example, it is worth considering the Kotlin
programming language, it is the official language for developing applications for the Android
platform.

Why Google loved Kotlin? On the official website, Android developers write that they have
watched the rise of Kotlin in recent years. Google is not shy about describing the language as
impressive and concise, more powerful and enjoyable to work with. It has increased perfor-
mance: the program code on it is, on average, 40% shorter than in other languages, and Kotlin
also allows you to avoid some errors in the code. One of the determining factors in Kotlin’s
popularity with Google is that it is compatible with Java, which is already used in developing
applications for Android.

In the future, more libraries and tools will be developed for the language, more teaching
materials, it will be easier to find solutions to possible problems.

In other words, the company actively promotes and popularizes the language. Considering
that Google is the giant of the IT industry, many companies follow the trend and release a
number of courses and other training materials on Kotlin on their own. More and more arti-
cles related to the language appear on Habr, on Stack Overflow they solve a huge number of
problems using this technology. Thus, the popularity of Kotlin is growing rapidly. It can be
concluded that for beginners the entry threshold is greatly reduced and it becomes easier to
learn, since there are a lot of materials.
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On the other hand, there is the brainchild of the same corporation – Flutter. An incredibly
promising technology that Google is promoting in the world of cross-platform development.
Flutter, takes a different approach than React Native and Xamarin. It does not turn the source
code into native code, which is executed by the platform, but in fact draws a window on the
smartphone screen and renders all the elements itself. The language used is Dart, which Google
created as an improved version of JavaScript. But as of 2020, the technology is still a bit dry.
Due to the fact that Flutter is quite young, the amount of training materials is not as much as
we would like, in addition, there are still few additional libraries.

The second point is the threshold of knowledge of entering technology. In other words: the
required amount of effort and time that needs to be spent on learning technology so that the
knowledge gained is enough to implement a simple project.

From this side, cross-platform comes out a little ahead. Take a Facebook product as an ex-
ample.

React Native is a JavaScript framework for building natively rendered Android and iOS apps.
It is based on Facebook’s React JS library for creating user interfaces. If a programmer has
experience in web development, especially in ReactJS, then he can become a developer of ap-
plications for mobile devices in no time. Since ReactJS and React Native have 80% similarity in
the code base, you can write a business card application for phones almost immediately.

In addition, there is a platform that makes it much easier for beginners to work with React
Native.

Expo is a set of tools with which you can write a React Native app in minutes. It includes out-
of-the-box tools like Android Studio and XCode configurations, Apple and Google certificate
management, push notifications. The Expo development team has developed a wonderful tool
called Snack that allows you to write and test code right in the browser, without any pre-
installation or setup of development environments. Accordingly, the “threshold of entry” into
React Native becomes very low. And thanks to good documentation from Facebook, going from
web development to mobile development becomes a breeze. Especially, it is worth noting that
this documentation provides materials for those who have experience with native development
and recommends working with the React Native CLI. And for those who are new to mobile
development, it suggests using the aforementioned Expo CLI [1].

It is worth considering the issue of the popularity and relevance of both sides in more detail.

2.3. Popularity

Google Trends [2] service will be used to research popularity.
Consider the popularity of cross-platform development technologies – React Native and Flut-

ter – with the programming language for the Androd platform – Kotlin.
React Native is blue, Flutter is red, Kotlin is yellow (figure 1).
Judging by the graph, React Native has been leading in popularity in Ukraine over the past

two years, but Flutter is gaining popularity and even bypasses RN in search statistics at some
intervals.

Figure 2 clearly shows how Flutter is gaining popularity every month, more and more. React
Native and Kotlin have consistently maintained their popularity in 2019 and 2020.
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Figure 1: Search statistics for technology names in Ukraine for 2019-2020

Figure 2: Search statistics for technology names worldwide for 2019-2020

Figure 3: Search statistics for technology names in Ukraine, over the last 5 years

Figure 3 shows the popularity of Google searches for the current list of technologies over the
past 5 years in Ukraine. React Native and Kotlin were significantly more popular than Flutter
until 2019. But starting in June 2020, Flutter came out on top in the search volume ranking.

The fourth figure shows that over the course of 5 years, React Native has been more popular
than the rest of the technologies on the list (despite 2020).

But making a choice, judging only by the number of searches for a programming language
on Google, would be the wrong decision. First, the list does not include the Swift program-
ming language for iOS. The fact is that Google Trends under the string “Swift” means not only
technology for development, but also as an international interbank system for transferring in-
formation and making payments. Secondly, the very popular Java language was not included
in the comparison, because it is used not only for developing Android applications, but also
for other platforms (web, desktop, etc.). Accordingly, in this comparison, he would have left
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Figure 4: Search statistics for technology names worldwide, over the past 5 years

Figure 5: Job statistics at work.ua

no chance for his opponents. In other words, relying on Google Trends is not a good idea.
But after analyzing many reviews and articles [3, 4] among developers, native development

is very popular. Basically, cross-platform development is treated as a tool that only experienced
developers use on small projects.

2.4. Relevance

The second factor, which is one of the most important in choosing a technology, is its relevance.
Consider the number of vacancies on the following sites: work.ua [5], rabota.ua [6], DOU

[7], grc.ua [8].
On the graphs, the number of vacancies that are provided for working in the office is marked

in blue, and on a remote basis, in red.
Statistics from these sites show that native development in offices is in demand more than

cross-platform. But on a remote basis, all technologies have roughly the same number of va-
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Table 1
Statistics of vacancies at work.ua

OS / technology office remote

Android 49 5
iOS 32 7
React Native 14 5
Flutter 3 0

Figure 6: Job statistics on rabota.ua

Table 2
Statistics of vacancies at rabota.ua

OS / technology office remote

Android 61 3
iOS 74 5
React Native 17 1
Flutter 7 1

cancies.

3. Conclusion

In conclusion, it is worth concluding: there is an application of any technology in the labor
market, since there are a huge number of ideas from startups to huge and complex projects.
It is impossible to give a clear answer which is better: native or cross-platform development.
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Figure 7: Statistics of vacancies on DOU

Table 3
Statistics of vacancies at DOU

OS / technology office remote

Android 105 27
iOS 97 27
React Native 63 32
Flutter 36 12

Table 4
Statistics of vacancies at grc.ua

OS / technology office remote

Android 103 35
iOS 86 36
React Native 29 14
Flutter 9 3

Each project has its own technology requirements and is unique. Also, each developer has their
own skills and preferences. But, if you are a beginner developer, then you should start learning
from native development, then try cross-platform.
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Abstract
Web augmented reality (WebAR) development tools aimed at improving the visual aspects of learning
are far from being visual and available themselves. This causing problems of selecting and testing
WebAR development tools for CS undergraduates mastering in web-design basics. The research is aimed
at conducting comparative analysis of WebAR tools to select those appropriated for beginners.
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1. Introduction

Nowadays, augmented, or mixed, reality is a popular technology which is gaining in popularity
among educators as well. The basic application of augmented reality (AR) to education is
provision of visualization by visualizing computer models of systems and objects using general
(a computer equipped with an integrated or external web-camera) and specific (AR goggles, VR
helmets) tools, and adapted devices (mobile phones).

The latter are the most widespread devices among participants of the academic process. As
of May 2020, there are 8.3 mln users of mobile games, 26.2% of which are 18–24-year olds
[1]. According to 2019 data, Ukrainian mobile users at the age of 16-25 are the most frequent
users of social networks (92%), message exchange tools (66%), video applications (64%) and
mobile games (50%) [2]. Comparison of the two latter sources enables drawing a conclusion
that there are from 16 to 16.6 mobile users in Ukraine who are senior school pupils, students
of all educational levels or young people. According to the Government Statistics of Ukraine,
at the beginning of the 2019–2020 academic year, there are 1.440 mln students of colleges,
secondary technical schools, universities, academies and institutes [3], 4.163 mln of which are
16–25-year-olds [3, p. 26].

Comparison of the given statistics indicates that each student has two mobile numbers on
average attached to one of the popular stores of mobile applications. It can be either a single
mobile phone with two SIM-cards or two mobile phones. As of December 2020, 79.8% of mo-
bile devices in Ukraine had the operating system Android installed [4], while the leading web
browser was Chrome (67.8%) [5]. Considering that the third most popular browser, Opera, is
built on the Chrome core [6], Chrome accounts for 80%.

In spite of some specific clients for social networking, message exchange, video watching
and mobile games, a browser is a universal tool for performing relevant tasks and developing
new software in the web-environment quickly. The main advantage of web-clients is their
universality as there are Chrome versions for all mobile platforms. Low operating speed of
programmes has been the basic disadvantage until recently. Appearance of WebAssembly [7]
in March 2017 enabled acceleration of web-programmes and transition of software designed
for other platforms into the web-environment.

Access to high-quality libraries of computer vision, image recognition and monitoring (AR-
ToolKit and its web-version JSARToolKit5 [8]) is the key to designing WebAR software. At the
same time, joint application of JSARToolKit5 and WebGL reveals that:

• markers applied by JSARToolKit5 are a two-dimensional type of a barcode of low visu-
alization,

• visualization of objects by means of WebGL requires in-depth understanding of princi-
ples of 3D graphics and greater amounts of a software code.

Thus, the mentioned WebAR development tools are aimed at enhancing visualization of the
teaching process, yet they lack visualization and accessibility themselves, this fact indicating
the research problem of selecting and testing software tools of WebAR development designed
for beginners mastering the basics of web-design - students of lyceums and junior Informatics
students.
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The following article section are aimed at solving the following task: performing a compar-
ative analysis of WebAR designing tools in order to select those suitable for beginners.

2. Review of WebAR designing tools

2.1. Augmented reality: its notion and hardware for Web

For the recent 60 years, it has been innovative (trendy, interesting, useful, etc.) to program
AR, while its application to the web-environment is conditioned by current development of
technology. To start this process, one needs an AR-compatible browser like Firefox or Chrome
and a text editor (like mcedit or Sublime). Beginners need basic knowledge of web-design
(HTML, CSS and JavaScript), while experience of working with web API and GitHub is also
applicable.

Hereafter, by AR, we mean an ability of a device (a mobile device or a web browser) to
monitor an image or represent a 3D object over the image. The main aim of AR is to show a
computer model online in the real-mode space to establish interaction of a user in the real-mode
space and a 3D model in the virtual one.

AR can be both marker and markerless. In case of the marker AR, a device tracks a 2D
marker: when it is found, a 3D object is visualized. In the markerless variant, a device searches
for a flat surface (a table, a floor, etc.) and place a 3D object there.

Using a camera, AR enables visualization of computer-generated objects in games, marketing
and other software as in case of arranging furniture in a living room or trying on new clothes
before buying. It is a great opportunity for business as it demonstrates a product before a
customer really buys it [9].

There are specific devices designed for AR like helmets and headsets enabling a user to
plunge into a modelled environment.

AR supplies a real-life world with 3D models controlled by mobile devices anyplace. Virtual
reality (VR) makes a user get involved into a modelled world by means of head mounted devices
(HMD).

Interactivity in AR and VR software is provided in a similar way. For example, VR actually
uses controllers and occasionally hand-tracking enabling a user to interact with 3D objects
inside a scene they are situated in.

Major hazards of using HMD in VR include:

• eye strain,

• dizziness and headaches after using HMD.

Unlike VR, AR does not possess any of these hazards for health. Yet, the ability of users to
remain concentrated on what they are doing is disturbing, in particular, while using AR, for
safety reasons.

Smartphones with iOS (11 and higher under iPhone and iPad control) and Android (7.0 and
higher) are the most widespread type of devices for AR.

For web browsers, like Google Chrome and Mozilla Firefox, AR is applicable if they support
WebRTC [10] and WebGL [11].
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Figure 1: The source code and the result of the simple WebGL programme running.

Microsoft HoloLens is an HMD-like AR headset which is designed currently [12]. Like
Google Glass [13], it is designated for corporate use, yet, unlike Glass, it is compatible with
Windows 10, not with Android.

2.2. Tools of visualizing computer models in the Web

WebGL (OpenGL ES for the Web) is API for 3D graphics in the web browser designed by the
Khronos Group Inc [11]. WebGL uses a shader programming language GLSL (OpenGL Shader
Language) and is part of an document object model (DOM API) of the browser. All the leading
browser designers – Apple (Safari), Google (Chrome), Microsoft (Edge), and Mozilla (Firefox)
are members of WebGL Working Group. The current version WebGL 2.0 corresponds to the
standard OpenGL ES 3.0 API.

The programme described by WebGL contains both a JavaScript code and a C-like code GLSL.
The example of simple software for building a triangle (figure 1) from [14] contains 105 rows
of the code comprising five blocks:

1. Preparing a canvas (HTML object canvas) and obtaining a rendering context of WebGL.
2. Defining geometry attributes such as vertexes, indices, etc., and storing them in buffer

objects.
3. Designing and compiling software for vertex and fragment shaders.
4. Connecting shader software and buffer objects.
5. Rendering a required image.

Application of WebGL for visualizing computer models in the Web is not the easiest way to
do it: the code will account for thousands of rows and require high-level skills in designing
3D graphics by means of OpenGL. Considering the fact that the first research task involves
selection of tools for beginners, it is reasonable to use libraries that make application of WebGL
simpler.
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Table 1
Assessment of efficiency of using libraries for WebGL
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Import Export License G
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A-Frame + + – – 1.0 + Many formats (3) HTML, three.js (2) Free 10
CopperLicht + + – + 1.0 – – – Free 5

OSG.JS + + – – 1.0 + – – Free 5
Three.js + + – – 2.0 + Many formats (9) Many formats (4) Free 19
Verge3D + + – + 1.0 + Many formats (3) glTF (1) Commercial 9
Clara.io + – – + 1.0 + Many formats (5) Many formats (6) Commercial 15

Babylon.js + + – + 2.0 + Many formats (5) Many formats (9) Free 21

Table 1 contains results of assessing efficiency of using JavaScript libraries for WebGL ob-
jects.

Considering the fact that the conducted analysis is designated for teaching beginners, there
are the best-rated non-commercial libraries determined for working with WebGL – Babylon.js,
Three.js and A Frame.
Babylon.js [15] enables designing complex 2D-objects by using an essentially smaller code

size than that for WebGL: the code size shown in figure 2 is 5-fold smaller than that of the
WebGL-code for a simpler scene in figure 1. The designed scene is controlled by simple control-
ling elements. Unlike other rating participants, Babylon.js is a physical engine widely applied
to designing computer games for the Web.

Three.js is a free 3D graphics library of general application written in JavaScript. On https:
//threejs.org/, one can find many high-quality demonstrations designed by using it [16]. Its
author, Ricardo Miguel Cabello, known also as Mr.doob, is one of the WebGL pioneers. For this
reason, this library is often used for designing other libraries.

Object designing in Three.js involves three steps:

1. determining object geometry – vectors, colours, etc,
2. determining materials – a rendering method for an object,
3. composing geometry and materials.

The code size required for designing the 3D scene by Three.js (figure 3) is a bit larger than
that of Babylon,js. It is explained by combining in Babylon.js the operations of designing an
object and those of adding it to the scene into a single call of a constructor of a relevant class.
A-Frame is actually a tool of rapid prototyping: a greater part of its application is a HTML-

like code. A-Frame commands are described by tags similar to HTML ones, yet, unlike the
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Figure 2: The source code and the result of the simple programme running in Babylon.js.

Figure 3: The source code and the result of a simple programme running in Three.js.

latter, are interpreted not in a client-side browser, but are a means of accessing JavaScript on
the server side [17].

Figure 4 is significant as the A-Frame code size required for designing the same sphere is a
three-fold less than that of Babylon.js/Three.js.

Thus, in spite of the third place in the rating of functional opportunities, A-Frame is the
leader in terms of visualization and accessibility among the considered libraries for 3D graphics
on the Web. Considering the fact that A-Frame is a superstructure over Three.js, it is reasonable
to master them in a loop mode starting from A-Frame.
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Figure 4: The output source code and the result of the simple programme running in A-Frame.

2.3. Tools for tracking real-life objects

As [18] contains comparative analysis of the most widespread AR SDK, let us focus on those
applicable to designing on the Web – WebAR SDK. Unfortunately, as of January 2021, there are
only three free tools, each of which is associated with considered tools of building computer
models.

In August 2019, Babylon.js announced Babylon AR [19, 20], the project integrating Baby-
lon.js and the computer vision library OpenCV. At present, there is implemented tracking of
standard markers similar to QR-codes. In spite of the fact that designers of Babylon.js consider
Babylon AR project being on the early stage, web-programmes designed are efficient only on
WebXR-supporting devices [21]. This narrows the scope of applying Babylon AR to 8.1 and
higher Android devices. In January 2021, there were 74% of such devices among Android ones
in Ukraine [22].

Considering the trend of increasing this share, Babylon AR can be considered a promising
project of WebAR software development starting from 2021–2022 [22].

ARToolKit, which is 20 years older than Babylon AR, is one of the most applicable AR li-
braries. JSARToolKit (ARToolKit.js) is currently supporting three types of square markers
(with arbitrary drawing, a 2D code and markers) and NFT-markers (natural feature tracking)
[8]. JSARToolKit is not specific for a WebGL library, yet, it is most frequently used together
with Three.js: the example [23] of their joint work developed by Lee Stemkoski is given in
figure 5.

The code size required for implementing functionality of the example makes about 100 rows
and is much smaller than in case of JSARToolKit. This is due to applying THREEx library –
extension of Three.js for designing computer games, this fact making its functionality similar
to Babylon.js [24].

Its author, Jerome Etienne [25], is the main designer of the first and the second version of
AR.js, which, as of January 2021, has versions adapted to both A-Frame and Three.js. In the
same way as A Frame is a superstructure over Three.js, AR is based on JSARToolKit. Thus,
this library supports all types of square (marker tracking) and NFT markers (image tracking)
as in JSARToolKit, and also enables locating computer models according to their geospatial
coordinates (location-based AR) [26].

When applied with A-Frame, the code required for the example similar to that in figure 5
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Figure 5: The cube on the Hiro marker (joint application of Three.js and JSARToolKit).

takes several rows:

<a-scene embedded arjs>
<a-marker preset="hiro">

<a-box></a-box>
</a-marker>
<a-entity camera></a-entity>

</a-scene>

3. Conclusions

1. The review of WebAR software design enables recommendations for beginners to mas-
ter the following combinations of visualization tools of computer models and tools for
tracking real-life objects:

• A-Frame and AR.js is API for fast prototyping most software of which is a HTML-
like code. A Frame is applied to designing scenes, objects, animation and other
3D elements in the web browser. AR.js is aimed at tracking markers and enables a
scene designed by A-Frame to be rendered directly on the marker;

• Three.js and ARToolKit.js are used for a deeper level to design software using
JavaScript. Three.js uses WebGL to create high-quality 3D scenes in the web browser.
JSARToolKit is used for marker tracking and low-level access to data from a camera
of a device.
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2. Technological conditions of teaching software development with WebAR involve an ar-
bitrary operating system, Internet access, using of cloud storages to deposit materials and
availability of at least two classes of devices to test programmes. To master the basics of
WebAR software development, it is reasonable to combine A-Frame and AR.js, the scene
testing in VR proceeding its AR design. With the scene complexity increasing, JavaScript
application to designing A-Frame objects and processing events is accentuated. Design-
ing multi-marker scenes requires different types of matrix markers provided by JSAR-
ToolKit, while joint functioning of models attached to different markers requires appli-
cation of Three.js library. This reveals a dialectic character of teaching WebAR software
development: new methods are introduced to overcome problems unsolved by available
ones.
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Abstract
Machine learning is now widely used almost everywhere, primarily for forecasting. The main idea of
the work is to identify the possibility of achieving a quantum advantage when solving machine learning
problems on a quantum computer.

Keywords
machine learning, quantum computing, quantum software engineering

1. Introduction

Traditionally, quantum computing is defined as a type of nonclassical computing that operates
on the quantum state of subatomic particles, which represent information as elements denoted
as quantum bits (qubits). A qubit can represent all possible values simultaneously (superposi-
tion) until read. Qubits can be linked with other qubits, a property known as entanglement.
Quantum algorithms manipulate linked qubits in their undetermined (entangled) state, a pro-
cess that can address problems with vast combinatorial complexity [1], reaching “quantum
supremacy”.

Identifying potential applications for quantum computing, Kasey Panetta points out that
they “will be narrow and focused, as general-purpose quantum computing will most likely
never be economical” [2]. In his opinion, quantum computing could enable breakthroughs by
machine learning, finance, healthcare, creation of new materials, artificial intelligence (which
requires 100s – 1000s qubits), chemistry and biochemistry (100–200 qubits). In particular, for
finance, quantum computing could enable faster, more complex Monte Carlo simulations (for
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example, trading, trajectory optimization, market instability, price optimization and hedging
strategies) and machine learning methods, which in the general case are reduced to problems
of finding the extremum of a multidimensional function along the nonlinear response surface.

Currently, computing devices capable of performing quantum computing (quantum comput-
ers) are available for consumers of computing services using the QCaaS (quantum computing
as a service) model. As of June 2020, the maximum number of qubits available for simultane-
ous use does not exceed 60, which is significantly less than the number required to achieve
“quantum supremacy”. This raises the problem of investigating the possibilities of quantum
programming for machine learning tasks implementation, namely, the use of machine learn-
ing algorithms, implemented by the quantum programming language, to analyze traditional
data and compare the performance of quantum and von-neumanns implementations at the
present stage of their development.

2. Fundamentals of Quantum Software Engineering

2.1. Basic research concepts

Quantum computer is a computing device using quantum-mechanical phenomena (superposi-
tion, entanglement, etc.) for data transmission and processing.

Quantum programming is a software development process for quantum computer.
“Classical” applications of quantum computers (by Richard Feynman) – modeling complex

[many-particle physical] systems: Zalka and Wiesner’s algorithm.
“New” applications of quantum computers are tasks that require enumerating a large number

of options: Grover’s algorithm (general task), Shor’s algorithm (factorization), Abrams and
Lloyd’s algorithm (identification of periodic properties), etc.

Quantum machine learning is an application of machine learning algorithms for quantum
data analysis.

Quantum-enhanced machine learning is the use of machine learning algorithms implemented
in the quantum programming language for the analysis of traditional data.

Software Engineering is a systematic application of engineering approaches to the design,
implementation, testing and documenting of software.

2.2. Concept of Quantum Software Engineering

The first systems presentation of the Quantum Software Engineering concept was made by
John Clark and Susan Stepney in 2002 [3]. Researchers believe that quantum computing cannot
be effectively implemented in the traditional computer Von Neumann architecture, the math-
ematical model of which is the Turing machine. The authors [4] refer to the main challenges
that Quantum Software Engineering will face in 2020:

• the question of what a quantum programming language should be – an extension of
traditional languages, a logical programming language in a low-level programming lan-
guage or a language that implements a new paradigm,

• the need to develop compilers for quantum programming languages,
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• the need to develop new quantum algorithms and define the classes of traditional algo-
rithms that can be quantised,

• feasibility of developing quantum computer simulators for use on traditional computer
systems,

• despite the fact that quantum execution is in principle unobservable, debugging and
testing techniques are necessary for quantum programming languages,

• quantum algorithms require visualization for their understanding, design, and imple-
mentation.

The criteria and success indicators of Quantum Software Engineering proposed by John
Clark and Susan Stepney are summarized in table 1.

In 2020, Quantum Software Engineering includes such components [5]:

• Paradigms for developing quantum software

• Quantum software design

• Quantum software testing

• Quantum software verification

• Quantum software coding practices

• Quantum software reuse

• Quantum software experimentations

• Quantum software execution

• Industrial applications

• Empirical evaluations

In February 2020, at QANSWER 2020: 1st International Workshop on the QuANtum Soft-
Ware Engineering & pRogramming, the Talavera Manifesto for Quantum Software Engineering
and Programming [6] was adopted, containing a set of principles and commitments:

Quantum Software Engineering

• is agnostic regarding quantum programming languages and technologies;

• embraces the coexistence of classical and quantum computing, and advocates the use of
reengineering techniques to integrate new quantum algorithms with the existing classi-
cal information systems. Reverse engineering techniques are also needed to parse and
abstract quantum program information that is to be integrated into classical programs;
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• supports the management of quantum software development projects, delivering quantum
software that fulfils the initial business goal and requirements, while at the same time
ensuring that quality, time, and cost constraints are being properly observed; method-
ologies for developing quantum programs must be created or adapted from the existing
ones; effort estimation methods for quantum software development need to be provided
as well;

• considers the evolution of quantum software: quantum software should be maintained and
evolved from inception to removal, and quantum software evolution must be handled
throughout the whole quantum software lifecycle;

• aims at delivering quantum programs with desirable zero defects: it is in charge of defining
and applying testing and debugging techniques to quantum programs in such a way that
most defects can be detected and solved before the program is released;

• assures the quality of quantum software: quality management for both process and prod-
uct are essential if quantum software with expected quality levels is to be produced; since
we cannot improve what we cannot measure, new metrics for quantum programs and
quantum processes have to be developed;

• promotes quantum software reuse, helping development teams to share, index, and find
quantum software that can be reused: this requires study of design and architectural pat-
terns for quantum programs, facilitate technical communication, and work on creating
libraries of reference examples and application demonstrations;

• addresses security and privacy by design: quantum information systems must be secure
and guarantee the privacy of data and of users from the initial phases of quantum soft-
ware development, i.e., by design;

• covers the governance and management of software: managers should be aware of the
particular processes, organizational structures, principles, policies and frameworks, in-
formation, culture, ethics and behaviour, people, skills and competences, as well as the
services, infrastructure and applications that are associated with quantum software and
that are (or should be) provided by organizations.

The authors of the manifesto separately appeal to educators with a request to integrate quan-
tum software engineering in curricula within the existing software engineering degrees and/or
courses in this or other disciplines, and clearly specify which competences and skills are re-
quired for future quantum software engineers [6].

2.3. Quantum Software Engineering tools

The execution of quantum programs on personal computer equipment is difficult to access due
to its lack of prevalence, so for more than a quarter-century, quantum simulators – software
tools that simulate quantum circuits – have been the main means of their execution. The first
mention of QCaaS (Quantum Computing as a Service) occurs only in 2015 in the article [7] by
Mijanur Rahaman and Md. Masudul Islam.
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The world’s largest QCaaS providers:

• D-Wave Systems Inc. (Canada) – SDK Ocean [8] (Python, C++),

• International Business Machines Corporation (USA) – SDK ProjectQ [9] (Python), Qiskit
[10] (Python),

• Cambridge Quantum Computing Limited (Great Britain) – SDK t|ket> [11] (Python),

• QC Ware, Corp. (USA) – SDK Forge (Python),

• StationQ – Microsoft (USA) – SDK LIQUi|> [12] (F#), Microsoft Quantum Development
Kit [13] (F#),

• Rigetti Computing (USA) – SDK Forest [14] (Python).

Thus, the main programming language for cloud access to quantum computing is Python.
Another criterion for choosing a QCaaS vendor is computing power, measured in qubits. This
indicator is the largest in D-Wave Advantage – 5000 (in clusters of 8) qubits based on quantum
annealing, which narrows the scope of its application to solving optimization problems, which
boil down to finding the ground state for a set of spins. For universal quantum computers
on quantum circuits, the number of qubits is significantly lower and today (June 2020) is the
highest in IBM Q 53 (53 qubits) and Google Bristlecone (72 qubits). Unfortunately, Google’s
Quantum Computing Playground [15] is a browser-based quantum simulator, and there is no
open cloud access to Google’s Bristlecone. For cloud access to IBM Q, you can use both their li-
brary – Qiskit, and a third-party – ProjectQ. Considering that the highest level of specialization
is provided by its own SDK, Qiskit was chosen for further work.

3. Quantum-enhanced machine learning

3.1. Quantum models of machine learning

Srinivasan Arunachalam and Ronald de Wolf in [16] offer three main quantum learning models:

1. Quantum exact learning based on membership queries to find the most accurate unknown
function (quantum approximation problem). The efficiency of quantum algorithms in
relation to classical ones in this case depends on how the learning efficiency is measured.
If the measure of efficiency is the training time, then there are such classes of functions
for which quantum algorithms are much faster than classical ones, assuming that the
queries implementation in a quantum superposition is possible.

2. Quantum Probably Approximately Correct (PAC) learning to find an unknown function
over a set of samples (quantum supervised learning). The difference between quantum
PAC learning and classical learning is that the dataset can be in a state of quantum su-
perposition.

3. Quantum agnostic learning to search for the (𝑛 + 1)-th bit, which is a continuation of a
sequence with 𝑛 bits (quantum prediction task).
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The authors point to three types of complexity that arise when applying quantum learning
models [16]:

1. query complexity of quantum exact learning: the number of quantum membership queries
needed to exactly learn a target concept can be polynomially smaller than the number
of classical membership queries, but not much smaller than that,

2. sample complexity: for the distribution-independent models of PAC and agnostic learn-
ing, quantum examples give no significant advantage over classical random examples:
for every concept class, the classical and quantum sample complexities are the same up
to constant factors. In contrast, for some fixed distributions (e.g., uniform) quantum
examples can be much better than classical examples,

3. time complexity: there exist concept classes that can be learned superpolynomially faster
by quantum computers than by classical computers, for instance based on Shor’s or Si-
mon’s algorithm.

In the case of applying quantum machine learning models to the analysis of traditional data,
we are talking about quantum-enhanced machine learning. Frank Phillipson [17] defines three
main benefits of quantum machine learning:

• improving runtime (for example with a quantum hybrid Helmholtz machine)

• learning capacity improvements (for example with a quantum Hopfield neural network)

• learning efficiency improvements: less training information or simpler models needed to
produce the same results or more complex relations can be learned from the same data

Various methods can be applied to increase the efficiency of training, one of which is varia-
tional quantum circuits – VQC [17].

Evidence of the intensity of quantum-enhanced machine learning development is the fact
that the systematic review of the problem in 2016, carried out by Peter Wittek in [18], today
(November 2020) is already considered as a classic, and that is indicated by the co-author in a
new review [19].

Vedran Dunjko and Peter Wittek also highlight such perspective directions in the develop-
ment of quantum machine learning in general:

• supervised and unsupervised learning: continuous-variable quantum neural networks,
quantum convolutional neural networks, quantum algorithms for feedforward neural
networks, Bayesian deep learning, sublinear quantum algorithms for training linear and
kernel-based classifiers,

• reinforcement learning: quantum algorithms for solving dynamic programming prob-
lems (including hidden quantum Markov models), quantum gradient estimation.

The authors conclude that “the entire field of “genuinely quantum” machine learning (where
the data itself is quantum) is still finding its right place and full recognition. Perhaps as quantum
technologies mature, and problems of quantum learning become genuinely practical, the field
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will crystallize and grow. ... In summary, QML [quantum machine learning] is diverse, growing,
inclusive, and it is rich in open questions. ... Capturing all the QML trends, which will in the
end be central is, for the time being, an impossible task – and, in a way, this is the key message
of this note” [19].

3.2. An overview of quantum-enhanced machine learning tools in Qiskit

Qiskit provides the ability to develop quantum software both at the quantum circuits level
using OpenQASM [20] and at a high level of abstraction using Python in a Jupyter notebook.
The main components of the library are:

• quantum circuits modeling tools (Terra),

• implementation of standard quantum algorithms (Aqua – Algorithms for QUantum Ap-
plications), in particular, for solving optimization tasks

• cloud quantum computing tools (Aer),

• tools for simulating quantum noise (Ignis).

Aqua includes modules for research in finance (qiskit.finance), machine learning (qiskit.ml),
optimization (qiskit.optimization) and chemistry (qiskit.chemistry) [20].

The machine learning module contains standard datasets and ways to access custom. Various
optimization algorithms can be used to process them:

• ADMMOptimizer – an implementation of the ADMM-based heuristic (ADMM – alter-
nating direction method of multipliers)

• CobylaOptimizer – the SciPy COBYLA optimizer (COBYLA – Constrained Optimization
BY Linear Approximation)

• CplexOptimizer – the CPLEX optimizer for linear, integer and quadratic programming
tasks

• GroverOptimizer – uses Grover Adaptive Search (GAS) to find the minimum of a QUBO
function (QUBO – quadratic unconstrained binary optimization)

• MinimumEigenOptimizer – minimum eigen solvers

• RecursiveMinimumEigenOptimizer – a meta-algorithm that applies a recursive opti-
mization

The qiskit.aqua.components.optimizers module offers a set of algorithms for local (Analytic
quantum gradient descent optimizer, constrained optimization by linear approximation op-
timizer, Nelder-Mead optimizer, Nakanishi-Fujii-Todo algorithm, Powell optimizer, truncated
Newton optimizer, etc.) and global optimizations (controlled random search with local mu-
tation optimizer, evolutionary optimizer, etc.). It is advisable to use quantum support vector
machine (QSVM) and variational quantum classifier (VQC) algorithms to solve classification
tasks.
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4. Conclusions

1. The core of Quantum Software Engineering is quantum programming – the process of
developing programs for a quantum computer: a computing device that uses the phe-
nomena of quantum mechanics to process data. Due to the low level of availability of
such devices, it is advisable to access them under QCaaS model (quantum computing as a
service). The conducted review of Quantum Software Engineering tools provided an op-
portunity to single out their main classes (quantum simulators, libraries, visualizers and
cloud quantum services) and recommend using IBM Q as a hardware platform for quan-
tum computing, Qiskit as a library of quantum algorithms, Python as a programming
language and IBM Quantum Experience as QCaaS Provider.

2. The use of machine learning algorithms for the analysis of quantum data can be described
by three quantum machine learning models (quantum exact learning, quantum Probably
Approximately Correct learning and quantum agnostic learning), in the application of
which there are three types of difficulties associated with the query complexity of quan-
tum exact learning, quantum the intricacy of datasets and the sensitivity of quantum
algorithms to them. A prospective direction in the machine learning development is the
use of quantum learning models for analyzing traditional data, the implementation of
which in Qiskit Aqua 0.7.3 is still a limited solution to classification tasks.
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Table 1
The criteria and success indicators of Quantum Software Engineering (according to [3])

Criteria Indicators

It arises from scientific curiosity about the
foundation, the nature or the limits of a sci-
entific discipline

Quantum computation has broadened the
fundamental limits of computer science and
software engineering

The ability to create new engineering solu-
tions

The physical infrastructure is constantly
evolving, each solution is new

Technological continuity The existence of high level languages and
development techniques that can be used
by computer scientists and software engi-
neers with only the same style of training
they receive today (so, no need to teach the
fundamentals of quantum mechanics to all)

Research community support Support for all interested in new comput-
ing paradigms and new levels of computing
power

International character of research This is a new fundamental area of software
engineering

It is generally comprehensible, and captures
the imagination of the general public, as
well as the esteem of scientists in other dis-
ciplines

It is not generally understood, but is known
for its worldwide interpretation

The problem has a long-standing statement,
but has not yet been resolved

Formulated by Richard Feynman in the late
1970s

It promises to go beyond what is initially
possible, and requires development of un-
derstanding, techniques and tools unknown
at the start of the project

Problems exist on every level, from devel-
oping a whole new conceptual paradigm, to
building intellectual and simulation tools

It calls for planned co-operation among
identified research teams and communities

Research is needed in a number of areas
(languages, algorithms, tools, simulation,
visualisation, etc.)

It encourages and benefits from competi-
tion among individuals and teams, with
clear criteria on who is winning, or who has
won

There need not be a single “winner”, diver-
sity of solutions should be encouraged, as
in classical software engineering, to be ap-
plicable to a range of application domains

It decomposes into identified intermediate
research goals, whose achievement brings
scientific or economic benefit, even if the
project as a whole fails

There are several components of the prob-
lem that can be explored in parallel

It will lead to radical paradigm shift Quantum computing is a radical paradigm
shift
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Development of an automated system for
conducting, checking and evaluating programming
competitions
Bohdan V. Hrebeniuk, Olena H. Rybalchenko

Kryvyi National University, 11 Vitalii Matusevych Str., Kryvyi Rih, 50027, Ukraine

Abstract
The paper analyzes the existing platforms for conducting programming contests. Possible approaches
are analyzed for creating isolated environments and running participants’ solutions, advantages and
disadvantages of both approaches are highlighted. Requirements for the user interface are defined that
must provide quick and convenient work in the system; the system was planned and developed. It was
concluded that designed system has a potential for conducting contests and further development.

Keywords
competiteve programming, isolated environment, virtualization, containerization, REST

1. Introduction

Competitive programming has been maintaining a dynamic development rate for several decades.
Year by year, more and more teams take part in local, regional and international contests, there-
fore making the needs of both contest organizers and participants grow.

Kryvyi Rih National University supports the development of competitive programming –
local contests are held, and the university annually hosts the qualification phase of the inter-
national student contest under the aegis of ACM/ICPC. To maintain the level of students and
teachers competence, it is necessary to have our own flexible system, since existing analogues
have certain disadvantages.

The aim of the work is to study and analyze the process of creating isolated environments,
design and develop a flexible system for conducting, checking and evaluating programming
contests.
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2. Development of a system for conducting, checking and
evaluating programming competitions

2.1. Analysis of existing systems

One of the first systems with automatic checking of tasks is UVa Online Judge, an online system
of the University of Valladolid with an installed task archive. The archive is constantly being
updated, but it is impossible to create tasks yourself using this system – any system updates
(uploading new tasks, supporting new programming languages, changing the rules for creating
a rating) are possible only with permission and active interaction with developers. Additionally,
downloading the software and installing it for use are prohibited due to the product license,
because the system uses the “SaaS” (Software as a Service) model [1]. Under this model, the
software is not installed on users’ computers, but on the provider’s servers, and the user does
not have any access to the system. This disadvantage makes the system unsuitable for long-
term contests due to the fact that the terms of the service provider can change at any moment
and the user (in our case, the organizer of the contest) will not be able to do anything [2].

One of the most successful systems in history was PCSM2, which was formed by combining
the APPES and PCMS systems and is characterized by the flexibility of the internal structure.
Software units have low connectivity due to the fact that they rely on high-level abstractions
of each other. This makes the PCSM2 system easy to upgrade on a programming level. But
this flexibility has made it difficult to customize the server, as most of the business logic is
described by configuration files. Some parts of the system are still being developed, so to set
them up, you need to add and connect specialized modules that only the authors of the system
can perform. Another serious drawback is that the PCSM2 server supports only the Windows
operating system, which makes it difficult to run the system on servers that use Linux [3].

The qualification phases of the ACM/ICPC contests are managed by the ejudge system [4],
which is significantly different from PCSM2. The system was created using the C programming
language, it supports only the Linux operating system, has a web interface for administration
and detailed documentation, but also has a number of disadvantages. The most important of
these is the inefficient allocation of resources between the system and processes with user’s
solutions. As a result, incorrect verdicts may occur due to exceeding the time limit. The system
also doesn’t support scaling out — you can’t connect a new machine to an existing one. The
only way to improve parallel code execution is to increase the number of processes on the
server, which can lead to competition for process access to RAM. An equally important factor
is linking the system to the operating system. This dependency makes it impossible to deploy
the project on servers that do not support Linux.

2.2. Analysis of approaches of running participants’ code

Automation of contest processes has become a necessary condition for such events, because
with the increase in the number of teams and tasks, the required amount of time for receiving
solutions, checking them, and summing up results has also significantly increased. And, al-
though such systems have existed for decades, with the introduction of new technologies, new
opportunities for their creation appear.

105



Figure 1: Component hierarchy for virtualization (a) and containerization (b) approaches

To protect such systems from malicious user code actions, the common practice is to run the
code in some isolated environment. This makes the system protected from malicious solutions
that may attempt to interfere with the evaluation process [5].

One potential solution to this problem can be virtual machines that emulate a hardware
server. In this event, all components of a real computer are virtualized – I/O devices, hard
disk, ports, etc., followed by the installation of the operating system. Although such system is
isolated from the host, using virtual machines means running the entire operating system and
allocating resources to emulate virtualization, which often negatively affects the performance
of the platform.

An alternative way to achieve process isolation is containerization, in which the source code
of the program is encapsulated along with dependencies to run on any infrastructure in an
isolated environment [6]. Unlike virtual machines, containers allow you to run software in a
single process, isolated from each other, on a single host, using the resources of an existing
operating system. Since containers are only a part of the operating system, they are sometimes
less flexible to use, for example, they can only run programs that are compatible with the
current system [7].

Despite mentioned limitations, containers are widely used to create an isolated process en-
vironment. One of the most well-known examples of such containers is “chroot jail”. The idea
is to copy (or create) links to the system files needed to run processes. After that, restrictions
are set for the created processes — the root directory of the system is changed to the root di-
rectory of the environment. Since processes cannot refer to paths outside the modified root,
they cannot perform malicious operations in these locations [8]. Containerization is the best
option for the system being created, because containers allow you to run programs in an iso-
lated environment with restrictions on system resources and at the same time work only in
one process of the operating system.
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2.3. Docker usage

One of the tools for working with containerization is Docker, which allows you to create an
isolated space for a process using the Linux kernel namespace. Each container creates its own
spaces with unique access, including the following:

• PID namespace (for process isolation);

• NET namespace (for managing network interfaces);

• IPC namespace (for managing access to IPC resources);

• MNT namespace (for managing file system mounting points), etc.

Docker also uses kernel control groups to allocate resources and isolate them. These groups
set limits for the program for certain resources, including:

• memory control groups;

• CPU control groups;

• control groups of devices, and so on.

The containers must be used in our platform for the next purposes:

• compiling the user’s code;

• running the user’s code.

Therefore, it is necessary to have two containers for each programming language in the sys-
tem – one container compiles the code, the second executes it. Creating containers is achieved
by running images, which in turn encapsulate all the components and dependencies needed to
run the application. Images are created using Dockerfile - text files with instructions created
according to the rules of a Dockerfile syntax.

For example, let’s take a DockerfileBase file for creating images for the Python programming
language:

FROM python:3.7.5-slim
COPY compile_py.py .

This file describes the image that will be based on the python:3.7.5-slim image, the official
Python version 3.7.5 image, the slim build. Copy the script to the virtual address space com-
pile.py, which is responsible for compiling the user’s code. The contents of the file are shown
below:

import pathlib
import py_compile
import sys
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if len(sys.argv) != 3:
raise ValueError(’Wrong amount of arguments!’)

_, input_file, output_file = sys.argv
input_file_path = pathlib.Path(input_file)
if not input_file_path.exists():

raise ValueError(’There is no user file!’)
py_compile.compile(input_file, output_file, doraise=True)

The base image (python-base) is created before the platform starts working. Based on this
image, we create two new images – DockerfileCompiler and DockerfileRunner for compiling
and running code respectively. The content of DockerfileCompiler is shown below:

FROM python-base
COPY ./code /code
CMD ["python", "compile_py.py", "./code/main.py", "./code-compiled/main.pyc"]

The content of the DockerfileRunner file is as follows:

FROM python-base
COPY ./code-compiled /code-compiled
CMD ["python", "/code-compiled/main.pyc"]

For each new user solution, a pair of such images will be created. An image based on Dock-
erfileCompiler copies the code directory to its virtual address space and runs the script com-
pile.py, which compiles the source code to byte-code. Due to the presence of volume (which
must be configured before starting the container), the contents of the directory will remain
available to other processes, in particular for the image created from the DockerfileRunner file,
on the basis of which the container will execute the compiled code.

To simplify interaction with the Docker Engine API, which is an interface in the form of an
HTTP client for other applications, a facade is implemented that is a wrapper over the client.
Its main task is to define the interface of a real client by transferring the necessary methods to
a single class:

• build-creates an image based on a specific Docker file and assigns it a name;

• run-starts a container with a specific configuration based on the specified image and
returns the result of its operation;

• remove-deletes a specific image.

This class is used in “workers” – components that encapsulate the logic of working with
containers and images for a given set of programming languages. Workers are waiting for the
user’s solution, which is used to create a context for running code, namely:

• creating a directory with further configuring volumes;
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• building a “Compiler” – an image and creating a one-time container based on it;

• building a “Runner” image based on a compiled solution.

To avoid creating new “Runner” images to run the solution with different tests, input data
is passed in arguments to run the container. After testing the solution, the docker context is
destroyed (images and containers are deleted).

After implementing a software component to run user solutions, the next step is to create a
system that meets business requirements.

2.4. System’s architecture

The client-server architecture was chosen as the basis for the created software, so the selection
of frameworks for developing both the backend and the frontend turned out to be an important
issue.

The Python programming language (specifically version 3.7.4) was used to develop the back-
end. Although Django and Flask are the leading frameworks for creating Python web applica-
tions, a relatively new aiohttp framework was chosen to develop our system. The framework
uses new features of the language, namely support for asynchronous programming at the syn-
tax level [9]. The main concept of this paradigm is the use of deferred calls, which violate the
usual order of instructions execution. At the same time, the resource usage model significantly
differs from the model using processes and threads – there is only one thread in an asyn-
chronous application, and new requests are served using asynchronous I/O primitives of the
operating system – as a result, a small amount of resources is used for allocating new connec-
tion. Although the framework was created relatively recently (the first official “stable” release
dates back to September 16, 2016), 3 major updates were released in this short period of time,
and the framework repository on GitHub became the “main” one in AIO-libs, a community
of programmers who develop Python packages and modules for asynchronous programming
[10].

The choice of such a framework affected the choice of database, because there is only one
adapter written for Python that supports asynchronous database access - that is psycopg2, a
connector for PostgreSQL. Based on this adapter, the aiopg library package was created, which
implements a DBAPI interface with asynchronous syntax support and is responsible for sup-
porting SQLAlchemy, a library for working with relational databases using ORM Technology
[11].

It is worth noting that not only PostgreSQL implements support for asynchronous opera-
tions. The MySQL DBMS also has it, but there is no official client for the Python programming
language that would support this mode, so the PostgreSQL was chosen [12].

The React framework was chosen for the frontend. The programming code created using
this framework is modular, i.e. it consists of loosely coupled components that can be reused
in several places at once. Thanks to the virtual DOM, applications created using React run
much faster than alternative frameworks (for example, Angular). The Redux library, a plat-
form with unidirectional data flow and centralized data storage, was used to manage the appli-
cation status. These features of the platform allow you to implement a predictable and easy-
to-understand system for moving an application from one state to another.

109



REST was chosen as the architectural style of interaction between the backend and the fron-
tend. Some features of this architecture are described below [13]:

• client-server architecture – separating the interface from business logic simplifies the
portability of the user interface to different platforms and increases scalability by sim-
plifying server components;

• state absence – each request to the server must contain all the necessary information
for its successful execution, i.e. the server does not store any context between different
requests (for example, in the form of sessions), and all information needed for the user’s
“session” is stored on the client’s side (for example, an access token);

• uniform interface – following REST involves creating a “virtual” resource system, in
which each of the resources has universal methods for working with it, including creat-
ing, reading, updating, and deleting. However, the true location of the entity (for exam-
ple, in a database) may be located in a different virtual space.

The functional diagram shows a graph with transitions from one state of the program to
another. When initializing the system, connections to the Docker Engine API are created;
connecting to the database and starting the web server. After that, the system waits for a
request from the user.

Each request to the system’s API is accompanied by user authorization – it checks whether
the user can have access to the specified resource. If authorization fails, the user is sent a
message describing the cause of the error. In other case, the request goes further through the
system.

There are two main types of API requests:

• a “CRUD request” is a request for manipulating an entity that requires interaction with
the database;

• a code execution request is a request to execute code from the user in order to get the
result of the program. The request requires interaction with the Docker Engine API.

2.5. User interface and user experience

One of the necessary requirements for the system is the speed and convenience of creating and
conducting competitions, so certain restrictions were set on the system interface for effective
user experience.

The most important of them is that the user should not be focusing on the elements that are
not related to the context of the current resource - it is necessary to create a virtual space that
does not allow the user to move randomly around the system, but on the contrary, suggests
the right actions to achieve the goal.

For example, the pages “view available competitions” and “create a new competition” belong
to the same type of system resources - “competitions”, so manipulations on this resource are
“close” to each other in the virtual space of the system.
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Figure 2: Functional diagram of the system

When viewing a specific competition, the user has more features, so the header has signifi-
cantly more elements – the virtual space has expanded significantly at this stage, and links to
loosely linked pages (creating a new competition) are not displayed.

The user experience of the system is based on building clear sequences of actions that lead
to resources in one most intuitive way. This design allows you to focus the user’s attention on
performing the planned action, instead of confusing them with oversaturated pages and long
transitions.

3. Conclusions

Research on technologies for creating isolated environments has shown that containerization,
despite a number of disadvantages, is well suited for running processes isolated from each
other. The use of virtual machines, on the contrary, could lead to irrational use of system
resources, so it was decided to use containers as components for running user code.
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Figure 3: Contest list view page

After the development of this component, a system for holding contests was created, which
can be used by both participants and contests organizers. A scheme for a relational database is
designed for the system. The software is designed to emulate the client/server architecture, us-
ing Python and JavaScript. The system has passed several tests, which have shown an effective
system operation and a great potential for further development.
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Abstract
The paper considers the typical technical features of GPS-tracking systems and their development, as
well as an analysis of existing solutions to the problem. Mathematical models for the operation of hard-
ware and software of this complex have been created. An adaptive user interface has been developed
that allows you to use this complex from a smartphone or personal computer. Methods for displaying
the distance traveled by a moving object on an electronic map have been developed. Atmega162-16PU
microcontroller software for GSM module and GPS receiver control has been developed. A method of
data transfer from a GPS tracker to a web server has been developed. Two valid experimental samples of
GPS-trackers were made and tested in uncertain conditions. The GPS-tracking software and hardware
can be used to monitor the movement of moving objects that are within the coverage of GSM cellular
networks.

Keywords
satellite navigation system, GPS receiver GN-801, microcontroller Atmega162-16pu, transport monitoring, GPS,
GSM, GPRS, GPS tracker, SIM800L, Atmel Studio 7

1. Introduction

Today, most companies of all forms of ownership use vehicles to carry out their business activ-
ities. The number of such vehicles can number several hundred in one enterprise, for example,
fleets of police units, municipal road cleaning and repair equipment, ambulances, taxis, car
and construction equipment rental agencies, delivery services, passenger transport, fire de-
partments, agricultural equipment and others. All these vehicles are movable property that
requires operational management and supervision by the head of the enterprise for the suc-
cessful implementation of economic activities.

It is important for the head of the company to know the location of the vehicle at any time
to control the work schedule or delivery of goods. Also necessary information is the history
of movement of the vehicle for some period of time to prevent misuse of the company’s fleet,
which leads to additional costs.

However, not only business leaders but also anyone wants to control the location of their
movable property. Common car thefts require prompt search. In such situations, every second
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is decisive.
It is possible to help solve these problems by developing GPS-tracking software and hard-

ware systems that use data obtained from satellite navigation systems, such as GPS (Global
Positioning System) or GLONASS (Global Navigation Satellite System).

GPS-tracking software and hardware can be used in various sectors of the economy to mon-
itor a variety of mobile objects in real time, which are within the coverage of GSM-cellular
networks. Such objects can be not only vehicles, but also employees of the enterprise, a group
of tourists in an unfamiliar country, children, animals, mobile equipment.

To achieve the goal, you must perform the following tasks:

• to analyze the current application of GPS-tracking;

• analyze the existing means of GPS-tracking;

• develop a functional diagram of the software and hardware complex of GPS-tracking;

• develop mathematical software for this complex;

• develop an electrical circuit of the hardware of this complex;

• develop the structure of the database;

• develop a user interface for the software and hardware complex;

• implement an test the hardware and software complex.

2. Urgency of tasks of monitoring of mobile objects and means
of their solution

2.1. Analysis of the modern application of GPS-tracking in industry and
society

A typical GPS tracking system consists of three structural elements:

1. Terminals that are installed on the transport.
2. A server that stores information about the movement of the vehicle.
3. Client workplaces, with appropriate software for transport monitoring.

The terminal is a specialized GPS tracker that contains a GPS receiver and cellular tools.
The server can be either a regular personal computer with server software installed for sim-

ple GPS tracking systems, or a large distributed system with specialized software for complex
specialized GPS tracking systems.

In some cases, the client software can be combined into one program together with the
server part. However, it is often permissible to connect many workstations to the server. In
some GPS tracking systems, thanks to the installation of special software on client computers,
it is possible to quickly obtain information through the use of web feeds.

Therefore, the operation of the GPS-tracking system is divided into the following stages:
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Figure 1: “Gelios” user interface

• GPS-tracker calculates the geographical coordinates of the vehicle;

• GPS-tracker transmits the received coordinates and other data to the server via cellular
or satellite communication channels;

• the server receives GPS tracker data, analyzes and writes them to the database;

• the customer receives information about moving the vehicle to a smartphone or personal
computer.

2.2. Analysis of existing GPS tracking tools

Today, a large number of hardware and software solutions are offered for vehicle monitoring
on the GPS tracking system market.

Figure 1 shows the user interface of the software-hardware complex of GPS-tracking “Ge-
lios”, developed by the company “GeliosSoft” (www.geliossoft.ru). Users access the system
through a web browser.

Real-time transport monitoring with the Gelios system makes it possible to increase the
efficiency of vehicle operation, optimize money costs, increase the level of transport safety,
and improve the work discipline of the company’s staff. Gelios GPS-tracking software and
hardware uses third-party GPS trackers, one of which is shown in figure 2.

This tracker is designed to determine the exact location of the object and other parameters
and then transfer them to the server via GSM networks. The device has two analog and four
digital inputs, which allows you to connect fuel level sensors, axle pressure sensor, temperature
sensors and more.
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Figure 2: “Ruptela” GPS-tracker

2.3. Principles of satellite navigation

The main parts of satellite navigation systems [1] are:

• space equipment;

• ground equipment;

• custom equipment.

Space equipment includes navigation satellites. The main functions of navigation satellites
include the transmission of the necessary information as part of its radio signal to determine
the location of ground objects. The ground equipment includes a control center, spaceport,
measuring equipment. The control center coordinates the work of all parts of the satellite nav-
igation system. The user segment includes satellite receivers of consumers. They are designed
to receive signals from navigation satellites, calculate navigation parameters and process cal-
culations.

2.4. Basics of GSM cellular networks

Cellular communication is a type of mobile radio communication based on a cellular network
[2]. The main feature of cellular communication is that the coverage area is divided into sepa-
rate cells, which is due to the service areas of the base stations of the BS. Zones of cellular cells
intersect in some places and together form a cellular network. The service area of the base
station on a flat surface, in its form, is a circle. The cellular network composed of these circles
has the form of hexagons.

The network consists of cellular base stations spaced apart. They allow you to determine
the location of moving objects, but with a significant error, which can reach several hundred
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meters. Base stations provide continuity of communication as a network subscriber moves
from one cell area to another.

When a cell phone leaves the coverage area of a base station with a radius of approximately
35 kilometers, the phone establishes a connection with the base station using the base station.
The phone measures the signal level of the thirty-two nearest base stations simultaneously.
Data on the top six signal levels are transmitted by telephone through the service channel to the
switching center. Then, the communication control is transferred from one station to another.
The maximum distance between the phone and the nearest base station for communication is
120 kilometers, but with the use of GSM amplifiers and directional antennas.

Base stations of the cellular network are located in the center of the cell on top of the iron
towers, on the roofs of multi-storey residential buildings. The radio is constantly scanned by
the cell phone to search for the base station signal. If a base station signal is found, the phone
transmits an ID to that station. The telephone and the base station are in constant radio contact.
Different cellular networks are connected to each other and to a fixed telephone network.

GSM cellular networks are 2G networks, i.e. the second generation of digital cellular com-
munication. Mobile phones are made to support the ability to operate in four frequency bands:
850, 900, 1800, 1900 MHz, because different parts of the world use different frequency bands
for GSM networks. GSM-network allows you to use a common packet data service, i.e. GPRS.
This is a standard that uses a voice line to transmit any information. The service is used by
mobile devices to access the Internet. There are GPRS classes from the first to the twelfth. As
the class grows, the data rate increases. The average GPRS data rate is 20 to 40 kilobits per
second.

3. Design of software and hardware complex of GPS-tracking

3.1. Design of the functional scheme of the software and hardware complex
of GPS-tracking

The work of the software and hardware complex of GPS-tracking should consist of the follow-
ing stages:

• GPS-tracker receiver calculates the geographical coordinates of its position;

• the microcontroller of the tracker receives geographical coordinates from the GPS re-
ceiver;

• GSM-modem of the tracker receives geographical coordinates from the microcontroller
and transmits them to the web server via GSM-network;

• the web server receives the geographical coordinates of the GPS-receiver, checks them
for integrity and stores them in the database;

• the user software displays the received new geographical coordinates of the tracker on
the electronic map in the web browser window.
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Figure 3: Two points on the sphere

Let’s make the functional scheme of this complex.
You must have two domains on the web server. The domain mygps.pp.ua must be installed

SSL certificate [3] to use the HTTPS protocol [4] when exchanging data between the user and
the web server. The second domain will be used to receive geographical coordinates from the
tracker via HTTP protocol [4] using PHP scripts [5]. Trackers must transmit geographical
coordinates in the parameters of the GET request [5]. The two domains must use a common
database. It has been decided to develop two types of GPS trackers. The first type of trackers
will transmit the coordinates of its position approximately every 15 seconds, working contin-
uously. The data rate of such a tracker will allow you to display the movement of the car with
sufficient accuracy.

The second type of trackers will transmit the coordinates of their position approximately
every 5 minutes. After each successful transfer of coordinates, the tracker will enter sleep
mode, which is designed to save battery power, which will significantly increase the battery
life of the device.

Each tracker will have a unique number for the tracker to access the web server. To access
the Internet, the Internet tracker will use sim-cards of the cellular operator "lifecell".

3.2. Development of mathematical model for GPS-tracking complex

Consider a mathematical model for calculating the distance between two points on the surface
of the globe by geographical coordinates. The shape of the Earth can be described as a sphere.
In Euclidean geometry, the smallest distance between two points is a straight line. However,
straight lines are not possible in the sphere. These lines on the sphere are part of large circles
[6], the centers of which coincide with the center of the sphere (figure 3).

Figure 4 shows a sphere as a model of the globe. On the surface of the sphere are points 𝑄,
𝑃 , the distance between which must be calculated.

Therefore, the distance 𝐿 between points 𝑄 and 𝑃 is calculated by the formula:

𝐿 = Δ𝜎𝑅,
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Figure 4: Model of the globe with two points on the surface

where Δ𝜎 is the angular distance between the points 𝑄 and 𝑃 , rad; 𝑅 - radius of the Earth,
m.

The angular distance Δ𝜎 between the points 𝑄 and 𝑃 is calculated by the modified formula
of haversine [6, 7]:

Δ𝜎 = arctan

√

(cos 𝜙2 sin(𝜆2 − 𝜆1))
2
+ (cos 𝜙1 sin 𝜙2 − sin 𝜙1 cos 𝜙2 cos(𝜆2 − 𝜆1))

2

sin 𝜙1 sin 𝜙2 + cos 𝜙1 cos 𝜙2 cos(𝜆2 − 𝜆1)

,

where 𝜙1, 𝜙2 - latitudes of two points, rad; 𝜆1, 𝜆2 - longitudes of two points.
Consider a mathematical model for calculating the data rate for the USART microcontroller

Atmega162-16PU. USART (Universal Synchronous and Asynchronous serial Receiver and Trans-
mitter) is a universal synchronous-asynchronous serial transceiver. This is a peripheral device
that is part of the microcontroller Atmega162-16PU [8] from the company "Microchip". USART
data rate is the number of bits transmitted or received per second.

The data transfer rate via USART is calculated by the formula:

𝐵𝐴𝑈𝐷 =

𝑓𝑜𝑠𝑐

16(𝑈𝐵𝑅0 + 1)

,

where 𝑓𝑜𝑠𝑐 is the clock frequency of the microcontroller, Hz; 𝑈𝐵𝑅𝑅0 - the contents of the
register pair UBRR0 in decimal form.

Consider a mathematical model for calculating the overflow time of 16-bit timers-counters
of the microcontroller Atmega162-16PU. Numbers from 0 to 216 - 1 can be written in 16-bit
case.

Overflow time of 16-bit timers-counters is calculated by the formula:

𝑡 = 𝑇 (2
16
− 1),

where 𝑇 is the increment time of the 16-bit register.
The increment time of the 16-bit register is calculated by the formula:

121



Figure 5: Electronic circuit of the GPS tracker

𝑇 =

𝑑

𝑓𝑜𝑠𝑐

,

where 𝑑 is the clock divider of the microcontroller; 𝑓𝑜𝑠𝑐 - clock speed of the microcontroller,
Hz.

3.3. Development of electrical circuit diagram of hardware

The development of the electrical circuit of the GPS-tracker, which is shown in figure 5, was
carried out using a specialized software package "Proteus 8 Professional".

Consider the design features of this scheme. The power supply of the tracker is a lithium-ion
battery with a voltage of 3.7 volts and a built-in short circuit protection circuit. The tracker is
turned on and off by switch K1.

The MT3608 module [9] is designed to increase the voltage from 3.7 to 5 volts. This module
is shown in figure 6.

The AMS1117-3.3 circuit is designed to reduce the voltage from 5 to 3.3 volts. Polar elec-
trolytic capacitors, denoted as C3, C4, have a capacity of 100 𝜇𝐹 and 10 𝜇𝐹 , respectively.

The Atmega162-16PU microcontroller [8], shown in figure 7, is powered by the MT3608
module.
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Figure 6: Appearance of the MT3608 module

Figure 7: Atmega162-16PU microcontroller

This microcontroller is programmed through the contact group J1 by USBASP programmer
[10], which is shown in figure 8.

Quartz resonators X1, X2 have frequencies of 4 MHz and 32768 Hz, respectively. Resonator
X1 is designed to clock the microcontroller. Resonator X2 in the microcontroller helps to im-
plement time measurements. According to the [8], the capacitances of the capacitors C1, C2
can be from 12 to 22 pF. The GPS receiver GN-801 [11, 12] is shown on two sides in figure 9.

This receiver has a UART interface with RX, TX contacts. The RX contact is for receiving
data and the TX is for transmitting. The PPS contact with its high signal level warns the
microcontroller about data transmission. The presence or absence of voltage at the EN contact
turns the GPS receiver on or off. To activate the EN contact, it is necessary to remove the
resistor from the surface of the GPS receiver as shown in the [11].

Resistors R3, R4 are a voltage divider and have a resistance of 10 k ohm each.
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Figure 8: USBASP programmer

Figure 9: GN-801 GPS receiver

The GSM module SIM800L [13], which is shown in figure 10, is designed to transmit data to
a web server via the Internet. The module uses micro-SIM phone cards.

This GSM module has a UART interface [8] with RX, TX contacts. The RST contact is for
rebooting the device. The DTR contact is designed to exit the GSM module from sleep mode.
The ANT contact is for connecting a GSM antenna.

Bipolar transistors BC547, denoted in the diagram as Q1 and Q2, are designed to reboot
the GSM-module and wake it from sleep, respectively. When you open the transistor Q1, the
voltage level at the contact RST changes from high to low. When you open the transistor Q2,
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Figure 10: GSM module SIM800L

the voltage level at the contact DTR changes from high to low. Resistors R5, R6 are designed to
limit the current through the bases of transistors Q1, Q2. Each of these resistors has a resistance
of 2.2 k ohm.

4. Results

4.1. Implementation of hardware

The Atmel Studio 7 development environment was chosen for the development of the Atmega162-
16PU microcontroller software [14]. It is an integrated platform for developing and debug-
ging AVR and SAM (Smart ARM-based Microcontroller) programs. Atmel Studio 7 provides an
easy-to-use environment for writing, compiling, and debugging programs written in C/C++ or
assembly code. This environment supports interaction with debuggers, programmers, devel-
opment kits that support AVR or SAM devices.

Consider data transfer to a web server. The process of data transfer to the web server is based
on the cyclic execution of a constant sequence of AT-commands [15] by the GSM-module, the
list of which is shown in figure 11.

The command in line 62, i.e. "AT", checks the readiness of the module to execute commands.
The command in line 63 checks the registration of the module in the cellular network. Com-
mands in lines 64, 65, 66 connect to GPRS. The command in line 67 initializes the HTTP session.
The command in line 68 sets the ID for the HTTP session. The command in line 69 sets the
GET request. The "id" parameter is assigned the value of the tracker number by which the
tracker is identified on the web server. If a tracker has a number that is not in the database
on the web server, the data of such a tracker is not stored in the database. The gps-data pa-
rameter is assigned the value of the data packet from the GPS receiver. The command in line
70 sets the header "User-agent" of the HTTP request. The command in line 71 executes a GET
request. The command in line 72 terminates the HTTP session. The command on line 73 termi-
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Figure 11: GSM module SIM800L

nates the GPRS connection. The command in line 74 enters the GSM module into sleep mode.
The command in line 75 wakes the GSM module from sleep mode. It is not enough to simply
send the last command to the GSM module, as in this mode the UART interface of this module
is blocked. To unlock the UART of this module, you need to change the voltage level from
high to low at the DTR contact. Next, execute the command in line 75. After executing each
command, the GSM module returns an alphanumeric response code that must be received and
analyzed. Commands and response codes are exchanged through the USART0 interface of the
microcontroller.

As a result of hardware development for the GPS-tracking complex, two working prototypes
of GPS-trackers are made, which are shown in figure 12.

These GPS trackers are the same in structure, however, each of them may have different
software.

4.2. Testing of software and hardware complex of GPS-tracking

As a result of testing the software and hardware complex of GPS-tracking, the movement of
the vehicle in the city of Kryvyi Rih on Kuprina and Petro Kalnyshevsky streets was traced,
which is shown in figure 13.

In this figure, the path of movement is shown by black circles, which are connected by a
gray line. If you click on such a circle, a pop-up window with additional information appears.
Among this information is the length of the track from the beginning to this point.

5. Conclusions

Today, satellite monitoring of moving objects is still relevant. The latest advances in science
and technology are involved in this activity. In this work the design and implementation of
software and hardware complex of GPS-tracking with the use of modern web technologies
and electronic components is carried out. On the basis of the analysis of modern application
and existing means of GPS-tracking, the decomposition of these systems is carried out. GPS-
trackers, web server, client software are the main structural elements of software-hardware
complexes of GPS-tracking. Based on the analysis, a functional diagram and mathematical
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Figure 12: Prototypes of GPS trackers

software of GPS-tracking software and hardware have been developed. Based on the analysis
of the functions of GPS-trackers, the necessary electronic components, such as microcontroller,
GPS-receiver, GSM-module, were selected. It was found that they all have a serial UART data
interface. Based on research data, an electrical circuit of a GPS tracker has been developed.
A web-based user interface of the software and hardware complex has been developed, which
allows access to this system via a computer or smartphone using popular web browsers. Based
on the design results of this GPS-tracking software and hardware, software for the Atmega162-
16PU microcontroller, as well as user software with a web interface have been developed.

Testing the operation of this software and hardware complex of GPS-tracking was carried
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Figure 13: The path of movement of the vehicle

out in the form of tracking the path of movement of the vehicle in real time. Testing has shown
that the accuracy of the tracker’s measurements of the coordinates of a moving object depends
on the environment. The fewer high-rise buildings around the tracker, the more accurate the
coordinates. GPS-tracking software and hardware can be used to monitor the movement of
moving objects that are within the coverage of GSM cellular networks. Such objects can be
not only vehicles, but also employees of the enterprise, a group of tourists in an unfamiliar
country, children, animals, mobile equipment.
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